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RESUMO

Essa tese de doutorado apresenta, inicialmente, uma metodologia a ser empregada para
a caracterização de redes de energia elétrica para fins de comunicação de dados. Esta
metodologia engloba todos os procedimentos e ferramentas de processamento de sinais
necessárias para a estimação de características importantes para a avaliação de canais
de comunicação de dados. Em seguida, são apresentados resultados da aplicação de tal
metodologia em dados provenientes de uma campanha de medição realizada em ambientes
internos em residências brasileiras. Algumas características importantes desses canais, tais
como ganho médio, banda de coerência, tempo de coerência, o valor quadrático médio
do espalhamento de atraso, capacidade do canal e densidade espectral de potência do
ruído, são analizadas considerando três bandas de frequência: de 1,7 até 30 MHz, de
1,7 até 50 MHz e de 1,7 até 100 MHz. Comparando os resultados de canais power line
communication (PLC) em ambientes residenciais brasileiros com aqueles medidos em
outros países, tais como Espanha, Estados Unidos, França e Itália, podemos notar que
canais PLC brasileiros apresentam, em geral, menores atenuações, são menos seletivos
em frequência e possuem menores espalhamentos de atraso. Por fim, um novo meio de
comunicação baseada nas tecnologias PLC e sem fio é apresentada e definida como híbrido
PLC-sem fio o qual permite a comunicação física e à distância com a rede de energia
elétrica para fins de comunicação de dados. Tal canal de comunicação é avaliado em
residências brasileiras e importantes características são extraídas e discutidas. Embora
o canal híbrido PLC-sem fio tenha se mostrado mais adverso que o canal PLC para a
comunicação de dados, a introdução da mobilidade, de uma forma que é impossível de se
obter em sistemas puramente PLC, constitui sua principal vantagem. Essa mobilidade é
um importante atrativo que coloca sistemas híbridos em uma posição privilegiada dentre
os candidatos para compor a infraestrutura de telecomunicações em redes inteligentes
(smart grids), ou para ser usada como uma ferramenta para promover a inclusão digital
da população carente de países pobres ou em desenvolvimento.

Palavras-chave: PLC. Híbrido PLC-sem fio. Estimação. Resposta em frequência.



ABSTRACT

This work outlines initially a methodology to be applied to the characterization of electric
power grids for data communication purposes. This methodology englobes all the proce-
dures and required signal processing tools for a reliable estimation of features that allow
the suitability of a media for data communication. Next, PLC (power line communication)
channel results provided by the use of such methodology in a data set obtained from a
measurement campaing in in-home Brazilian places are presented. The analyzed channel
features are the average channel gain, the coherence bandwidth, the coherence time,
the root mean squared delay spread, the channel capacity and the noise power spectral
density by considering the following frequency bands: from 1.7 up to 30 MHz, from 1.7
up to 50 MHz and from 1.7 up to 100 MHz. Comparisons among the results for in-home
Brazilian PLC channels with other provided for other countries such as Spain, United
States, France and Italy showed that, in general, in-home Brazilian PLC channels present
smaller attenuation, are less frequency selective and showed smaller delay spread than these
countries. Finally, a new medium to provide data communication is presented and defined
as hybrid PLC-wireless, in which PLC and wireless technologies are combined. Such
novel communication channel is characterized in in-home Brazilian places and important
channel features are estimated and discussed. Though the hybrid PLC-wireless channel
has been shown more adverse than the PLC channel, the introduction of mobility is its
main advantage, something that is impossible in traditional PLC technologies. Thus, this
mobility is an important issue that puts hybrid PLC-wireless technologies in a privileged
position among the candidates to form the communication infrastructure for smart grids,
or to be used as a too to solve the digital divide problem that is more accentuated in poor
and in developing countries.

Key-words: Power line communication. Hybrid wireline-wireless channel. Estimation.
Frequency response.
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1 INTRODUCTION

Power line communication (PLC) is the technology that makes use of the existing
and ubiquitous infrastructure of electrical power systems to provide data communication.
This technology has received considerable attention due to its low installation costs, as
most needed infrastructure (electric power systems) is ubiquitous and is already installed
[1].

On the other hand, since electric power grids were not specified and designed
for data communications purposes (e.g., power cables are unshielded, show attenuation
exponentially increasing with frequency and distance, present high power impulsive noise
presence and time-varying behavior, etc), they constitute a challenging transmission
medium to be pursued [2]. Therefore, some regulatory rules imposing constraints on
the use of PLC technology have been established to avoid interferences of PLC systems
(secondary user) in other existing communication services (primary user) operating in
the same frequency band, such as military applications and amateur radio [3, 4, 5, 6].
Therefore, the success of PLC systems requires a thorough study of the main features of
electric power grids to support the design of PLC systems that maximize the resources of
this challenging communication medium. Thus, the use of an appropriate measurement
methodology capable of estimating all the relevant features of the electric power grids that
affect data communication is of primary importance.

The use of electric power grids for data transmission is not recent. Indeed, several
power utilities have been making use of high voltage power cables to send signals –
transmitted with low data rates – to control and monitor the electric power system [7, 1].
On the other hand, the use of electric power grids for broadband communications is fairly
recent and demands considerable efforts to make such technology practicable and of value
for emerging telecommunication applications.

Due to the high number of consumers (potential subscribers of broadband services)
connected to the medium and low voltage electric power, power cables become a very
attractive alternative to receive broadband PLC systems and, thus, there is a growing
demand for the characterization of other kind of electric power grids. On the other hand,
whereas there have been a lot of works that evaluate PLC channels in general, a complete
and detailed study of in-home scenario in developing and underdeveloped countries are
missing. Indeed, the majority of the reported results are focused on the characterization
of in-home PLC channels in developed countries, such as France, Italy, Spain and United
States (US). This is an important gap to be overcome, since PLC systems can significantly
contribute to mitigate the digital divide that affects a large number of people worldwide,
mainly concentrated in developing and underdeveloped countries.

Furthermore, there is a growing demand for the characterization of other kind
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of electric power grids, besides the efforts addressed to the characterization of outdoor
(medium and low voltage) and indoor (residential, commercial and industrial environments)
power grids. Indeed, the idea of providing data communication through power cables can
be exploited in several contexts. In this sense, the application of the PLC technology in
automotive vehicles [8, 9, 10, 11, 12, 13] has been drawing attention, since the amount of
data due to the growing number of sensors justifies the implementation of PLC for data
transmission in order to reduce manufacturing and maintenance costs. Furthermore, other
possible candidates that have been evaluated somehow to receive the PLC technology
are ships [14, 15, 16, 17], aircrafts [18, 19, 20], train [21], mine facilities [22] and offshore
oil platforms [23]. More recently, some works are aiming at a combination of PLC and
wireless systems to provide a cooperative communication [24, 25, 26, 27], by using both
communication strategies in parallel to improve channel diversity. On the other hand, other
data communication possibilities have not been addressed in the literature, considering
the combination of PLC and wireless technologies.

1.1 THESIS OBJECTIVES

In the context of the characterization of PLC channels for data communication
purposes, this thesis has the following objectives:

• To present of a complete methodology that can be applied to provide estimates of
the channel frequency response. The methodology is based on a sounding technique
and is suitable for characterizing time-varying PLC channels, since one channel
estimate is obtained in a short period of time. All the needed procedures and signal
processing tools are discussed and evaluated with synthetic and real data;

• To fill a gap regarding the characterization of in-home PLC channels in developing
countries, through the analysis of a set of key PLC channel features extracted from
in-home PLC channels, which were measured in Brazil, considering three frequency
bands: from 1.7 up to 30 MHz, from 1.7 up to 50 MHz and from 1.7 up to 100 MHz.
Also, statistical models of some important channel features and a comparison with
some other reported results are presented;

• To introduce and characterize a new communication medium made from a combina-
tion between PLC and wireless channels, with all transceivers (PLC and wireless)
operating at the same frequency band. Such communication medium is here referred
as hybrid PLC-wireless channel and constitutes an interesting solution to introduce
mobility that is impossible in traditional PLC systems.
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1.2 THESIS OUTLINE

This thesis is organized as follows: Chap. 2 details an appropriate methodology
to be applied for the characterization of frequency responses of PLC channels as well as
electrical devices in general. In Chap. 3, the characterization of Brazilian in-home PLC
channels and statistical models for main channel features is presented. The so called
hybrid PLC-wireless channel is stated and important results and discussions about this
kind of communication medium for Brazilian in-home scenarios are presented in Chap. 4.
The conclusions of this work are summarized in Chap. 5.

1.3 SUMMARY

This chapter presented a brief introduction of this thesis. Also, the main objectives
and the organization of this work were summarized. The next chapter will propose a
complete methodology to be used to characterize PLC channels.
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2 A METHODOLOGY FOR ESTIMATING FREQUENCY RESPONSES
OF ELECTRIC POWER GRIDS

The knowledge and understanding of the electric power grids as communication
medium are of utmost importance to design reliable and efficient PLC technologies that
deal with the hardness and limitations of media that were developed to transmit a huge
amount of energy at very low frequency (50 Hz or 60 Hz). In this regards, it is well known
that the channel frequency response (CFR) of a data communication media is one of the
most relevant information because it defines the strategy to deal with the impairments in
such data communication medium. Based on the CFR, several features can be extracted,
such as average channel gain (ACG), coherence bandwidth (CB), coherence time (CT),
theoretical channel capacity and root mean squared delay spread (RMS-DS).

The CFR estimation methodologies for data communication purposes (in which
the considered frequency bandwidth is much broader than the mains frequency) can be
grouped into two approaches:

• vectorial network analyzer (VNA): where the frequency response is estimated from
the S-parameters [28];

• Sounding: where the frequency response is estimated by using signal generation and
acquisition equipments together with signal processing tools [29].

The first class, related with the use of the VNA, due to its simplicity, has been
widely applied to estimate CFR in homes [28, 30, 31, 32, 33] and vehicles [34, 10, 13]
because the distances from the injecting and extracting points are short. However, the use
of VNA-based approach can result in wrong estimates of the CFR because it demands a
time interval (sweep time) higher than 100 ms to yield one estimate of the CFR while the
coherence time Tc, the time interval in which the channel impulse response is considered
time invariant, of electric power grids is lower than 2 ms [35, 36].

On the other hand, the sounding approach is more suitable for estimating CFRs.
This is because the time interval required to provide one measure of the CFR can be made
lower than the coherence time by choosing data generation and acquisition equipment
and changing some parameters of the signal processing tools considered in the sounding
approach. Also, this approach can offer improved performance if the distances are long
(more than 10 meters), such as in outdoor low-, medium-, and high-voltage electric power
grids.

Regarding the sounding approach, a technique that only estimates the amplitude
spectrum of a CFR, which is based on spectrum analyzer, was discussed in [38, 39, 40].
A brief description of a channel estimation technique was addressed in [35]. The use of
signal generation and acquisition equipment together with sounding technique based on an
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orthogonally frequency division multiplexing (OFDM) for estimation CFR was addressed
in [41, 15]. The limitation of these contributions is the fact that few attentions is driven to
the following issues altogether: (i) the choice of channel estimation technique; (ii) the choice
of timing synchronization technique; (iii) the design of sampling frequency offset (SFO)
correction technique; and (iv) channel estimation enhancement technique. In fact, the
majority of contributions pays more attention to the characterization of communication
media than to the applied methodologies, such as [32, 33]. Thus, a contribution that
presents a reliable and easy to use methodology for estimating CFR by addressing the four
aforementioned issues is missing in the literature. As a result, fair comparisons among
measurements carried out in different parts of the world can not be correctly analyzed.
Also, some contradictory information regarding the characterization of electric power grids
as communication media have appeared (e.g., lognormality discussion about the average
channel gain [32, 42]). Therefore, it is of utmost importance to introduce a CFR estimation
methodology that could be worldwide used.

To deal with this issue, this chapter discusses a complete sounding-based methodo-
logy for estimating CFR of electric power grids for data communication purposes. The
presented methodology discusses a comprehensive description of an OFDM-based sounding
approach by addressing SFO error estimation and correction, timing synchronization,
channel estimation and channel estimation enhancement techniques. The effectiveness of
this methodology is validated by using well-known power line channel models as well as
measured ones, covering the frequency band from 1.7 up to 50 MHz. Measurement results
show that the presented methodology is capable of offering one estimate of PLC channels
per time interval as low as Tf = 23.4 µs for the chosen set of parameters (as detailed
discussed in 2.3). As a result, it is possible to characterize periodically and time-varying
behaviors of electric power grids because Tf < Tc (Tc is the coherence time), something
that is impossible to be achieved by using a VNA-based approach. In fact, depending
on the adopted frequency resolution and bandwidth, the sweep time of a VNA can be
in the order of some hundreds of milliseconds (see for instance the datasheet in [43]).
Additionally, it is shown that the methodology can be successfully applied to characterize
frequency responses of electric equipment and, as a consequence, it is very useful for both
power line communication and power system applications.

To introduce all these technical contributions, this chapter is organized as follows:
Sec. 2.1 describes the problems related to the PLC-channel frequency response estimation.
Sec. 2.2 gives a detailed description of the proposed methodology. The frequency-estimation
results are shown in Sec. 2.3.
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2.1 PROBLEM FORMULATION

For illustration purposes, the measurement setup used for PLC channel measure-
ment [44] is depicted in Fig. 1. In this scenario, the received signal y(t) can be modeled
by

y(t) = ỹ(t) + v(t) =
∫ ∞
−∞

x(τ)heq(t, τ)dτ + v(t), (2.1)

in which heq(t, τ) is the linear and time-varying channel impulse response and v(t) is the
additive noise. The function heq(t, τ) accounts for all the linear filtering to which the
signal x(t) is subject and the noise term v(t) includes all the perturbations that affect the
communication channel. We assume that y[n] = y(t)|t=nTs = ỹ[n] + v[n], where Ts ≥ 1

2B

and B is the frequency bandwidth.

Figure 1: Measurement setup.

Note that heq(t, τ) addresses the time-varying channel model that is composed
of the front/end of the transceiver and the communication medium, as depicted in
Fig. 2. In Fig. 2, the boxes are labeled with hA(t), hF,Tx(t), hF,Rx(t), hC,Tx(t), hC,Rx(t),
hAGC(t) and h(t, τ), which correspond to the impulse-response functions of the amplifier,
transmitter and receiver low pass filter (LPF), transmitter and receiver couplers, automatic
gain control (AGC) and the PLC channel, respectively. It is important to notice the
bandwidth limiting role of both LPFs which are intended to limit the signal bandwidth
to B Hz. For a compact notation, we consider hT (t) = hA(t) ? hF,Tx(t) ? hC,Tx(t) and
hR(t) = hC,Rx(t) ? hF,Rx(t) ? hAGC(t), where ? denotes the linear-convolution operation
and we assume that heq(t, τ) = heq(t − τ) because the CFR estimation is carried out
in a time interval lower than Tc. The analog signal y(t) = ỹ(t) + v(t), where ỹ(t) =
x(t+ Td) ? hT (t+ Td) ? h(t) and v(t) = vr(t) ? hR(t). Also is worth emphasizing that the
delay Td, which the channel adds to the transmitted signal, is unknown to the receiver and,
for this reason, has to be estimated a priori to any processing (timing synchronization).

Now, suppose that, at the receiver side, a perfect timing synchronization has
been achieved, and that after the cyclic prefix (it is assumed that the OFDM with cy-
clic prefix signal is used as sounding signal, as detailed in Subsection 2.2.1) has been
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Figure 2: PLC channel model.

removed, we are left with the vectors of samples of the form yi ∈ R2N×1. By considering
heq[n] = hT (t)?h(t)?hR(t)|t=nTs and using the notation heq = {heq[0] heq[1] ... heq[Leq−1]}T ,
it can be written Heq = (1/

√
2N)W{hTeq 0T2N−Leq}

T , where the superscript T denotes the
transpose operation and W denotes the matrix that performs the discrete Fourier trans-
form (DFT). Similarly, by considering hR[n] = hR(t)|t=nTs and using the notation hR =
[hR[0] hR[1] ... hR[LR−1]]T , we can write HR = (1/

√
2N)W[hTR 0T2N−LR ]T . Thus, by de-

fining the matrix Heq = diag{Heq[0], ..., Heq[2N−1]} and HR = diag{HR[0], ..., HR[2N−
1]}, one can write that

Yi = 1√
N

Wyi = HeqXi +HRVr. (2.2)

Considering that the zero-forcing criterion is used and with Xi = {Xi[0], Xi[1], ...,
Xi[2N − 1]}T , the OFDM input symbol, known a priori by the receiver, the following
channel estimate is obtained:

Ĥeq = [diag(Xi)]−1 Yi = Heq + [diag(Xi)]−1HRVr. (2.3)

At this point, a few comments related to the estimation problem must be emphasi-
zed:

• A careful choice of Xi is fundamental to render a useful estimation of the PLC CFR,
a reduced peak to average power ratio and an improved timing synchronization.

• A proper estimation of Td must be achieved to avoid interblock interference.

• A proper SFO error estimation and correction is needed to avoid the degradation of
the estimates.

• A signal enhancement technique is demanded to reduce the hardness of additive
noise (disturbances) in the electric power grids.
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2.2 THE METHODOLOGY FOR CHANNEL FREQUENCY RESPONSE ESTIMA-
TION

The CFR estimation methodology involves the following issues, to be detailed in
the subsequent subsections:

• Signal generation;

• Timing synchronization;

• Sampling frequency offset error estimation and correction;

• Channel estimation;

• Channel estimation enhancement.

2.2.1 Signal generation

The modulated signal x(t) chosen to be transmitted is an OFDM signal, occupying
a bandwidth of B Hz. The OFDM variation that exploit the hermitian symmetry
property and referred in this work as Hermitian symmetric orthogonally frequency division
multiplexing (HS-OFDM) [45, 46] is adopted here as the baseband transmission modulation
scheme, as represented in Fig. 3. In this scheme, the modulated data are submitted to a
serial-to-parallel converter that outputs the vector Xi ∈ CN×1 next mapped into a vector,
denoted by Xmap,i = {Xmap,i[0], Xmap,i[1], ... , Xmap,i[2N − 1]}T , according to the
following rule

Xmap,i[k] =


<{Xi[N − 1]} , k = 0
Xi[k], k = 1, . . . , N − 2
={Xi[N − 1]} , k = N − 1
X∗
i [2N − 2− k], k = N, N + 1, . . . , 2N − 1

, (2.4)

in which <{.} and ={.} denote the real and imaginary parts, respectively, of a given
number, and ∗ denotes the complex-conjugation operation.

Figure 3: HS-OFDM transmission system.

To complete the HS-OFDM generation process, a Lcp-length cyclic prefix (CP) is
inserted in each OFDM symbol. To this end, let us consider xi = 1√

2NW†Xmap,i, where
Xmap,i ∈ R2N×1 is the frequency domain representation of the ith HS-OFDM symbol,
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the matrix W is the 2N × 2N DFT matrix and (†) the Hermitian operator. We have
then, by pre-appending the CP, the vector with the last Lcp coefficients of xi, we get
xcp,i = {xi[2N − Lcp] xi[2N − Lcp + 1] ... xi[2N − 1] xTi }T .

Following this framework, the input signal to the channel is the infinite succession
of HS-OFDM symbols represented in the discrete time-domain by

xcp[n] =
∞∑

i=−∞

N+Lcp−1∑
j=0

xcp,i[j]δ[n− i(N + Lcp)− j], (2.5)

in which δ[`] is the Kronecker delta function, with unitary value for ` = 0 and null for
all other values of `. Tf = (N + Lcp)Ts is the period of the HS-OFDM symbol (Tf < Tc.
Also, xcp,i[j] is the jth coefficient of the vector xcp,i.

2.2.2 Synchronization

In possession of the sequence {y[n]}, of length Ly,that represents the discrete signal
measured at the PLC channel output, the timing synchronization process is performed. It
is applied to each portion of the auxiliary sequence defined as {yj[n]} = {y[n+ ∆]}Lj−1

n=0 ,
where ∆ is varied until all the sequence {y[n]} is analyzed, and Lj denotes the length of the
sequence {yj[n]} which must be properly chosen to include an entire HS-OFDM symbol.
The aim of this step is to identify the initial sample of each HS-OFDM transmitted symbol
(timing synchronization).

There are in the literature several strategies for timing synchronization in OFDM-
based systems, which can be classified into two main groups: based on training information
[47] and based on the redundance of the cyclic prefix [48]. The algorithms of the first
group can achieve some performance improvement if compared with those of the second
group [49]. On the other hand, the latter are less complex and can reach good performance
if applied as a coarse estimate followed by a fine tuning strategy [50].

In this work, the synchronization task is based on the cyclic prefix redundancy
incorporated to the HS-OFDM symbol [51], which can be detected through the correlation
between the vectors y1,l = {yj[l] yj[l + 1] . . . yj[l + Lcp − 1]}T and y2,l = {yj[l +
2N ] yj [l + 2N + 1] . . . yj [l + 2N + Lcp − 1]}T . Thus, by defining the correlation vector
as ycorr = [ycorr(0) ycorr(1) . . . ycorr(Lj − (2N + Lcp + 1))]T , one has that

ycorr[l] =
〈
y1,l,y2,l

〉
= yT1,ly2,l, (2.6)

where the symbol 〈·, ·〉 denotes the inner product operator and l is the lth shift of the
vectors y1,l and y2,l.

To ensure that the synchronization step works properly, it is suggested that the
transmitted frame assume the profile indicated in Fig. 4. In that case, the transmitted
signal is composed of two different HS-OFDM symbols, periodically transmitted. This
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configuration provides a delay and a channel estimation for each HS-OFDM symbol, with
the receiver requiring only the two HS-OFDM originally sent symbols.

Figure 4: Transmitted signal.

Consider that the initial (coarse) estimation of the synchronism point, which
indicates the initial sample of an HS-OFDM symbol within the sequence {yj[n]} (the
samples that comprise the CP are exuded) is given by

lsync = lmax + Lcp = arg max
l

(ycorr[l]) + Lcp. (2.7)

The signal transmitted over the channel suffers a time scattering that is related to the
channel impulse response spread. This phenomenon introduces interblock interference (IBI)
and affects the synchronization process. If Lcp ≥ Leq there is a region that can be considered
as the beginning of the HS-OFDM symbol. In other words, the synchronization is correct
if lsync is within the interval depicted in Fig. 5.

Figure 5: Region in which the synchronism is considered correct.

In practice, it is observed that the synchronism estimate, as derived in (2.7), is
highly affected by channel noise and scattering effect. To circumvent this weakness, we
propose the use of the metric defined as

mt[r] = 1
Kd

Kd∑
p=1

yj (lsync − R

2 + r − p
)
− yj

(
lsync −

R

2 + 2N + r − p
)2

, (2.8)

where r = 0, 1, ..., R− 1. Actually, (2.8) evaluates the mean square error of Kd samples
that precede the lthsync sample with its correspondent samples displaced by 2N samples,
similar to the metric introduced in [52]. This calculation is taken over the interval
lsync − R/2 ≤ lsync ≤ lsync + R/2, where R ∈ Z. Therefore, it can be observed that
low-valued coefficients within mt = {m[0] m[1] ... m[R−1]}T , where lsync is found, are in
the region of the correct synchronism. These values tend to increase when lsync moves into
the signal HS-OFDM from the boundary defined by the CP. Thus, a new synchronization
point can be defined as l′sync = lsync − arg min

r
{mt[r]}, where the term arg min

r
{mt[r]}

corresponds to the lowest coefficient of the vector mt.
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After the starting point of a HS-OFDM symbol is estimated, within the current
sequence {yj [n]}, a shift of ∆ samples is performed in order to get the forthcoming sequence
{yj+1[n]}. The initial sample of the ith HS-OFDM symbol in the sequence {y[n]} can
be represented by n′sync,i = l′sync + ∆, where i = 0, 1, ..., K − 1 and K is the number of
obtained estimates.

As a final step in the synchronization process, we average all starting points n′sync,i,
i = 0, 1, ..., K − 1, of the K HS-OFDM symbols to mitigate the effect of the noise, and
the final synchronism point is determined as

n̂sync = 1
K

K−1∑
i=0

n′sync,i − (i(2N + Lcp)). (2.9)

This simple averaging procedure, combined with the correlation-based estimate, effectively
substitutes a more elaborated estimation procedure, such as the ones based on the
maximum likelihood (ML) algorithm [53] or the minimum mean squared error (MMSE)
algorithm [54].

2.2.3 Channel estimation

Once n̂sync is defined, we obtain the vectors ymed,i = {ymed,i[0], ymed,i[1], ...,

ymed,i[2N − 1]}T , in which ymed,i(j) = y[n̂sync + i(2N + Lcp) + j], i = 0, 1, ..., K − 1 and
j = 0, 1, ..., 2N − 1, comprising the samples of the ith HS-OFDM symbol not including the
CP samples.

The problem remaining is to select which HS-OFDM symbol, either A or B, the
vector ymed,i belongs to. Let the vectors xi ∈ R2N×1 be the distinct HS-OFDM transmitted
symbols. As the transmitted signal has two different HS-OFDM symbols in it, we can now
calculate the correlations operations corrA,i =

〈
xA,ymed,i

〉
and corrB,i =

〈
xB,ymed,i

〉
and

state the following decision rule:

If corrA,i > corrB,i, then the vector ymed,i corresponds to the symbol HS-OFDMA;

Else if corrA,i < corrB,i, then the vector ymed,i corresponds to the symbol HS-
OFDMB;

Else if corrA,i = corrB,i, then the vector ymed,i is discarded.

Let the ith CFR estimate designated by Ĥeq,i = {Ĥeq,i[0], Ĥeq,i[1], . . ., Ĥeq,i[2N −
1]}T . With the notation Ymed,i = (1/

√
2N) Wymed,i and Xmap,i = (1/

√
N) Wxi, by

applying the zero-forcing criterion, we thus have that

Ĥeq,i = [diag(Xmap,i)]−1 Ymed,i. (2.10)
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2.2.4 Channel estimation enhancement

The effects of additive channel noise on the frequency-response estimates given by
(2.10) can be significantly reduced by deploying the procedure described as follows.

The estimate of the CFR can be rewritten as Heq =
√

2Ndiag{F2N,2Nheq,ext},
where F2N,2N is the 2N × 2N matrix with 2N > Leq, that is applied to the inverse
discrete Fourier transform (IDFT), and heq,ext = {h[0], h[1], . . . , h[Leq − 1], 0, . . . , 0}T is
the extended version of the channel impulse response with 2N − Leq zeros appended.

If the received signal is corrupted by the additive noise, the last coefficients in the
channel impulse response, derived from the IDFT of (2.10), should be different from zero.
Assuming that the length of the impulse response is such that Leq < Lcp � 2N , then it
becomes clear that the last samples of the estimated channel impulse response are just
noisy coefficients that can be disregarded [55] to attain a more reliable estimate. Since, in
practice, the true value of Leq is unknown, a reasonable assumption here is to consider
Leq = Lcp. The matrix Wo that projects a given 2N -length vector onto this Lcp-dimension
subspace is given by Wo = F2N,Lcp(F

†
2N,LcpF2N,Lcp)−1F†2N,Lcp , where F2N,Lcp is a 2N × Lcp

matrix containing the first Lcp columns of the 2N -point DFT matrix. Thus, an improved
channel estimate for the ith CFR is given by

Ĥ
w
eq,i = WoĤeq,i. (2.11)

2.2.5 Sampling frequency offset error estimation and correction

When the frequency of the clock in the signal generator and the acquisition
equipment are different, then sampling frequency offset (SFO) error occur. The SFO can
result in severe degradation of CFR estimates, as discussed in [50]. When the distances
between the injecting and extracting points are short, a cable can be used in order to
guarantee the same clock in both transmitter and receiver equipment. On the other hand,
for large distances some signal processing tools must be applied to estimate the SFO and
provide its correction.

The SFO can be estimated from two consecutive received OFDM symbols by using

SFOerror = 1
2N + Lcp

arg max
s

{
|ĥw
eq,i+1[s]|

}
− arg max

s

{
|ĥw
eq,i[s]|

}, (2.12)

where s = 0, 1, ..., 2N−1 and ĥw
eq,i[s] is the ith enhanced channel impulse response estimate.

Also, the SFOerror estimate can be enhanced and result in µSFOerror , by averaging the
values in a vector ε where each coefficient corresponds to the error from each pair of
consecutive channel impulse response (CIR).

Based on the µSFOerror value, a new sequence {z[n]} can be obtained through a
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interpolation technique by using [56]

z[n] =
Lp∑
λ=0

µλn

I−1∑
%=0

bλ[%]y[mn − %], (2.13)

where I is the number of taps if the interpolating filter is of finite impulse response (FIR),
Lp is the polynomial’s degree, bλ[%] are independent coefficients, µn = (1− µSFOerror)−mn,
and mn = bn(1 − µSFOerror)c, in which bxc = max{m ∈ Z|m ≤ x} denotes the largest
integer not exceeding x. The values of the coefficients bλ[%], the quantities Lp and I can
be obtained according with [57]. The procedure for SFO estimation and correction is
summarized in Algorithm 1.

Note that the correction of the SFO error will be performed using the enhanced
CIR estimates, ĥw

eq,i, and will result in the signal {z[n]}. Then, the methodology is applied
again, but the signal {y[n]} is replaced by {z[n]}.

Algorithm 1: SFO error estimation and correction algorithm.
Data: {y[n]},ĥw

eq

Result: {z[n]}
Initialization: i = 0, n = 0;
while i ≤ K − 2 do

ε[i] = 1
2N+Lcp

(
arg max

s

{
|ĥw
eq,i+1[s]|

}
− arg max

s

{
|ĥw
eq,i[s]|

})
;

i = i+ 1;
end
µSFOerror = 1

K−1
∑K−2
i=0 ε[i];

while n ≤ Ly − I do
z[n] = ∑Lp

λ=0 ((1− µSFOerror)− int [n(1− µSFOerror)])
λ ∑I−1

%=0 bλ[%]y[mn − %];
n = n+ 1;

end

2.2.6 Trigger source circuit

The circuit shown in Fig. 6 can be used in cases when the channel variability
with respect to the zero crossing of the power fundamental signal is analyzed. The
component U1 is an opto-transistor that works as a switch that is closed every time that
its polarization condition is satisfied. The signal vout(t) can be used as a trigger that starts
the measurements performed by the data acquisition equipment. With this triggering
device, the first estimation corresponds to the HS-OFDM symbol received immediately
after the detection of a zero crossing fundamental signal. As a result, it is possible to
correlate the CFR estimates of the PLC channel with the periodicity of the main voltage
signal (50 or 60 Hz) of electric power grids.
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Figure 6: Power line fundamental signal synchronization circuit.

2.2.7 General overview of the algorithm

The general structure of the algorithm for channel estimation, following all stages
detailed above, is summarized in Algorithm 2. The structure of the algorithm is also
depicted in Fig. 7.

2.3 EXPERIMENTAL RESULTS

The results obtained using the presented methodology will be discussed in three
parts. In the first part, the performance of the presented methodology is evaluated using
a well-known PLC channel model. In the second part, the methodology is analyzed on
the measured data taken in real electric power grids. Finally, in the third part some
results will be illustrated when considering the frequency response estimation of some
electrical devices. In all cases, the adopted sampling frequency is 200 MHz and the analysis
covers a frequency bandwidth from 1.7 up to 50 MHz to agree with the telecommunication
regulation for PLC technology in Brazil [58]. The transmitted signal features and adopted
parameters are listed in Tab. 1. The number of symbols and the value Lj match with the
requirement mentioned in Section 2.2.2, in order to ensure that the synchronization process
works properly. The binary phase shift keying (BPSK) modulation was chosen due to its
simple implementation and because it results in a very low peak to average power ratio
(PAPR) [59], which significantly reduces the errors introduced by the conversion process
performed for the digital-to-analog converter (DAC). The number of sub-carriers gives a
frequency resolution of, approximately, 48.8 kHz, lower than the coherence bandwidth of
indoor PLC channels. Furthermore, the symbol duration (T = 23.04 µs) is made much
less than 600 µs, which is the shortest coherence time of indoor PLC channels, according
to [35]. The length of the CP was chosen based on [60] in which the influence of this
parameter was evaluated in more than 160 types of indoor PLC channels, measured in 20
different places. Finally, the last three parameters in Tab. 1 were heuristically chosen.
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Algorithm 2: PLC channel estimation algorithm.
Data: {x[n]},{y[n]}
Result: Ĥw

i

Initialization: ∆ = 0, i = 0 ;
while ∆ ≤ L− Lj do
{yj[n]} = {y[n+ ∆]}Lj−1

n=0 ;
for l = 1, 2, ..., Lj − (2N + Lcp + 1) do

ycorr[l] =
〈
y1,l,y2,l

〉
= yT1,ly2,l;

end
lmax = arg max

l
(ycorr[l]);

lsync = lmax + Lcp;
for r = 0, 1, ..., R− 1 do

mt[r] = 1
Kd

∑Kd
p=1

[
yj
(
lsync − R

2 + r − p
)
− −yj

(
lsync − R

2 + 2N + r − p
) ]2

;

end
l′sync = lsync − arg min

n
mt[n];

n′sync,i = l′sync + ∆;
i = i+ 1;
∆ = n′sync,i + Lcp

end

n̂sync = 1
K

K−1∑
i=0

n′sync,i − (i(2N + Lcp));

i = 0;
while i ≤ K − 1 do

ymed,i =
{
y
[
n̂sync + (i× (2N + Lcp))

]
, y
[
n̂sync + (i× (2N + Lcp)) + 1

]
, ...

..., y
[
n̂sync + (i× (2N + Lcp)) + 2N − 1

]}T
;

corrA,i =
〈
xA,ymed,i

〉
;

corrB,i =
〈
xB,ymed,i

〉
;

if corrA,i > corrB,i then Ĥeq,i = [diag(Xmap,A)]−1 Ymed,i;
if corrB,i > corrA,i then Ĥeq,i = [diag(Xmap,B)]−1 Ymed,i;
else the vector ymed,i is discarded;
Ĥ
w

eq,i = WoĤeq,i;
i = i+ 1;

end

2.3.1 Performance analysis: PLC channel model

A simulated environment was used to evaluate the performance of the presented
methodology. Be initially the PLC model proposed by [41], applied to describe the channel
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Figure 7: PLC channel frequency response estimation algorithm flowchart.
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Table 1: Transmitted signal features and values of the parameters used by the PLC
frequency response estimation algorithm.

Number of HS-OFDM symbols 2
Modulation BPSK
Number of sub-carriers N = 2048
CP length Lcp = 512
Frequency resolution 48.8 kHz
Symbol duration Tf = 23.04µs
Length of the sequence {yj[n]} Lj = 9216
Number of samples used to compute mt Kd = 8
Number of shift in the vector mt calculus R = 128
Number of symbols in the synchronism step K = 36

frequency response, given by

H(f) =
N∑
i=1

gi︸︷︷︸
gain

· e−(a0+a1fk)di︸ ︷︷ ︸
attenuation coefficient

· e−j2πfτi︸ ︷︷ ︸
delay coefficient

, f > 0, (2.14)

where N is the number of considered paths, i is the path index, gi is the gain of the ith path,
a0 and a1 are attenuation coefficients, k is the exponent of the attenuation coefficients, di
is the length of the ith path and τi is its associated delay.

Table 2 presents the parameters of a well know PLC channel that was applied
in the performance tests. Applying these parameters in (2.14), results in the frequency
response magnitude depicted in Fig. 8 and in the impulse response shown in Fig. 9.

Table 2: Parameters of an outdoor PLC channel model [41].

i 1 2 3 4
gi 0.64 0.38 -0.15 0.05

di(m) 200.00 222.40 224.80 267.50
k = 1 a0 = 0 a1 = 7.8 10−10

Figure 10 shows the values of the coefficients of the vector mt that are used in the
synchronization process. Notice that the position 80 refers to the initial estimation of
the synchronization point (lsync). Moreover, in Fig. 10, the region of correct synchronism,
as discussed in Section 2.2.2 (see Fig. 5), can be easily observed as the one with smaller
values for the coefficients of the vector mt.

Figure 11 shows how the average value of the synchronism point (n̂sync) varies with
the number of considered HS-OFDM symbols. The vertical axis refers to the displacement
of the estimated synchronism point with respect to the boundary defined by the CP. The
positive values refer to the number of samples in that the synchronism point advances
into the HS-OFDM symbol. On the other hand, negative values refer to the distance of
the synchronism point to the ideal point (with value 0) into the CP. Notice that this last
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Figure 9: Impulse response.

Figure 10: Coefficients of the vector mt.

procedure plays a key role in the synchronization step, since individual estimates of the
synchronism point can present a high error ratio (see Fig. 12).

The performance of the synchronism process is depicted in Fig. 12. In this case,
the analysis was made with the signal transmitted through the PLC channel model and
with additive white Gaussian noise (AWGN) by considering a signal-to-noise ratio (SNR)
from 0 up to 30 dB, in steps of 5 dB. The simulation was taken over 1024 symbols for
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Figure 11: Estimation of the correct synchronism point related to the number of HS-OFDM
symbols.

Figure 12: Evaluation of the synchronism technique.

each SNR. The first number of the legend in the graphic is related to the Kd samples
used when determining mt and the second number refers to the shift R performed in the
vector mt. As can be seen in this figure, for R = 32 the synchronism point is erroneously
estimated within the symbol HS-OFDM almost all the time. For R = 128 the synchronism
is correctly estimated more than 55% of the cases, reaching more than 70% for Kd = 8
and SNR = 30 dB. The best result in Fig. 12, referred to as ‘average’ in the legend, is
related to the last procedure of the synchronization step, given by Eq. (2.9), considering
K = 140, Kd = 2 and R = 128.
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The improvement obtained with the use of the enhancement procedure was evalua-
ted by considering the mean square error (MSE) metric. On that sense, the MSE between
the simulated and estimated (with enhancement procedure) CFRs can be compared to
the MSE between the simulated frequency response and the CFR estimated without the
enhancement procedure. Furthermore, the comparison was made with respect to the MSE
between the simulated frequency response and those from average of estimations (largely
applied for noise interference mitigation, see [35]). This comparison was made considering
ideal synchronism condition. Results for several scenarios varying the SNR from 0 up to
30 dB, in steps of 5 dB, were examined (1024 channel estimations were taken for each
scenario and the noise is the AWGN) and considering the average of 2, 4, 8 and 16 channel
estimations – for the MSE computation 1024 averaged estimations were taken for each
SNR. Results for SNR equal to 20 dB are summarized in Tab. 3. It is important to notice
that each time the amount of channel estimates used in the average is folded, the MSE is
reduced by approximately 3 dB. On the other hand, the proposed enhancement procedure
improves the estimation in almost 10 dB in all frequencies, which is very similar with the
performance obtained to the average of 8 estimations. It is important to keep in mind that
the larger the number of estimates the greater the time interval from which it represents.
Also, it is important to mention that similar improvements were observed in all tested
SNRs and, furthermore, that the enhancement procedure has an important impact in the
estimated frequency response of PLC channels. In fact, the enhanced estimate makes use
of only one coarse estimate of the PLC CFR and results in a smooth and enhanced curve,
as can be seen in Fig. 13 for the SNR equal to 20 dB.

Table 3: MSE between the simulated and estimated CFR.

Type of estimate MSE (dB)
Single −39.42

Mean of 2 −42.56
Mean of 4 −45.73
Mean of 8 −48.84
Mean of 16 −52.01

Single enhanced −48.84

2.3.2 Performance analysis: real PLC scenario

In this section the presented results were obtained from measurements taken in
typical apartments in Brazil. The transmitted signal was generated offline and loaded
into an arbitrary waveform generator system of 14 bits resolution, and the receiver was a
16-bit digitizer, both equipments operating with the same clock frequency of 200 MHz.
The clock signal in both equipments was the same.



37

Figure 13: Comparison of estimates with and without the proposed enhancement procedure.

2.3.2.1 Comparison between the methodology and the VNA

In Figs. 14 and 15 the magnitude of two measured PLC channels are depicted. On
both graphics the measures obtained by the presented methodology and the VNA (E5061B
from Agilent) are plotted. It is very important to highlight the differences between the
measures. While the presented methodology gives an estimate each 23 µs, approximately,
the VNA demands a time interval more than 300 ms, for a frequency resolution close to
the presented by the methodology. So, one estimate of the PLC channel given by the VNA
can represent distinct PLC channels in different frequency intervals. This must be the
main reason for some discrepancies presented in Figs. 14 and 15 between the estimates
from the presented methodology and that one obtained with the VNA. Based on CFR
estimates of real PLC channels it indicate that the presented methodology can offer good
results in comparison with the VNA.

2.3.2.2 Estimation of real CFR

Figure 16 shows a single magnitude response of seven different PLC channels in a
typical apartment in Juiz de Fora, Brazil, as an example of the application of the presented
methodology. This figure shows how the CFRs can be different in an indoor electric power
grid.

In order to verify the performance of the presented methodology to estimate a
periodically and time-varying PLC channel, a drill feeded by a source based on silicon
controlled rectifier (SCR’s) was connected to the power line under investigation. The
estimate of the CFR can be seen in Fig. 17, where the color bar denotes the channel gain in
decibel and the measurement was triggered by the circuit of Fig. 6. As the main frequency
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Figure 14: CFR estimates of real PLC channel #1 with the presented methodology and
by using a VNA.

Figure 15: CFR estimates of real PLC channel #2 with the presented methodology and
by using a VNA.
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Figure 16: Magnitude of the frequency response of seven measured PLC channels.

in Brazil is 60 Hz, the changes occur approximately around every 8.33 ms (a half cycle of
the main frequency). In the analyzed case, this behavior can be clearly verified in some
frequencies around 6 and 27 MHz. Figure 18 shows the CFR of successive measures of
time invariant PLC channels. These figures are composed of more than 2, 000 consecutive
CFR. This is a kind of result that is impossible to be obtained with the VNA because its
sweep time is higher than 300 ms.

Figure 17: Magnitude of CFR estimates of a periodically time-varying PLC channel.
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Figure 18: Magnitude of CFR estimates of a time invariant PLC channel.

2.3.3 Performance analysis: application on electrical devices

The applicability of the frequency response of electrical devices to support several
analysis [61, 62, 63, 64, 65, 66, 67] is well known . In order to illustrate the flexibility of the
presented methodology, Figs. 19, 20 and 21 portray the magnitude estimates of the CFR
of some electrical devices. Again, the CFR estimates obtained through the methodology
are compared with those from the VNA. In Fig. 19 the comparison is performed with the
coupler circuity used to avoid damages in the equipments involved on the PLC channel
measurements. The coupler behavior as a high pass filter, blocking the main voltage
signal (50 or 60 Hz) of the power lines is clear. Figures 20 and 21 show the CFR of two
monophasic transformers. The transformer #1 is of 18 VA while transformer #2 is of
1 kVA.

These plots show the effectiveness of the presented methodology as the estimate of
the magnitude function present low differences in comparison with the VNA. This and
several other comparisons confirm that the proposed methodology is useful for estimating
the CFR of the electric power grids and electrical devices.

2.4 SUMMARY

This chapter presented a methodology to be applied to estimate the channel
frequency response of electric power grid and electrical devices. The next chapter will
present and discuss the results related with the characterization of in-home PLC channels
in Brazilian places.
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Figure 19: Comparison between magnitude of the frequency response estimate of a PLC
coupler circuity obtained by the presented methodology and by the VNA.

Figure 20: Comparison between magnitude of the frequency response estimate of the
transformer #1 obtained by the presented methodology and by the VNA.
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Figure 21: Comparison between magnitude of the frequency response estimate of the
transformer #2 obtained by the presented methodology and by the VNA.
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3 THE CHARACTERIZATION OF BRAZILIAN IN-HOME PLC CHAN-
NELS

A growing interest in the use of electric power grids for communications purposes
is notorious. In fact, power line communication (PLC) systems and their applications
have been investigated by academic and business sectors. As electric power grids were
not originally designed for communication purposes, they constitute a challenging data
communication medium, in which the transmitted signals suffer severe attenuations and
are strongly corrupted by colored and impulsive noise. The diversity of topologies of
electric power grids and the dynamic operation of the connected devices (loads) make
these grids hard to characterize and model. Furthermore, some regulatory rules that
imposing some constraints on the use of PLC technology were established in order to avoid
interferences of PLC systems (secondary user) in other existing communication services
operating in the same frequency band such (primary user) as for military applications and
amateur radio [3, 4, 5, 6].

In this sense, an expressive effort for the characterization of PLC channels is needed
in order to allow a better exploitation of such challenging and opportunistic communication
medium. Indeed, there are few contributions in the literature focused on this issue that
can be classified according to the voltage level and frequency bandwidth. For instance,
the outdoor PLC channel can be evaluated for low-voltage [68], medium-voltage [69]
and high-voltage [70]. Also, underground medium-voltage PLC channels are evaluated
in [71]. For the indoor-PLC case, there is the following subdivision: residential and
commercial buildings (usually referenced as in-home) [72], in cars [11], ships [15] and
aircrafts [73]. Finally, the PLC channel characterization can be performed by considering
distinct bandwidths, usually classified as narrowband and broadband. The narrowband
PLC comprises the frequencies up to a few hundreds kHz [33] and are used for low data rate
applications, such as those in smart grids [74, 75]. On the other hand, for broadband PLC
systems the analyzed bandwidths are those limited to the frequency of 30 MHz [76, 77],
which is regulated in some European countries, and to the frequency of 100 MHz [72],
where channel capacities in the order of 1-2 Gbps can be achieved. In Brazil, the regulation
allows that the broadband PLC systems operate in the frequency band from 1.7 up to
50 MHz which is a frequency band that lacks a characterization. There are also few works
that provide analysis covering the frequency band of up to 300 MHz [32, 76].

Focusing on the in-home PLC scenario, some few contributions related to developed
countries can be highlighted. For PLC channels in Spain, [78] presented results of channel
attenuation and noise, for frequencies up to 30 MHz, [79] considered other features, such
as the ACG, the delay spread and CB, while [80] discussed the normality/lognormality
natures of the ACG and delay spread. More recently, [32] analyzed the ACG, CB and
RMS-DS considering the bandwidth from 1.8 up to 100 MHz and also expanding the
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limit frequency to 300 MHz. In [81, 76], the in-home PLC channels in some urban and
suburban US residences are characterized in terms of ACG and RMS-DS, considering the
bandwidth ranging from 2 up to 30 MHz. The results reported for in-home PLC channels
in France are found in [72, 82], where the PLC channel is evaluated in terms of ACG, CB
and RMS-DS, for frequencies up to 100 MHz. The analysis related to the time varying
behavior of PLC channel is addressed in only a few works, such as [35], and lacks a more
thorough statistical analysis.

Also, in most of the previously cited works the characterization of electric power
grids for data communication purposes is performed over measurements obtained with
a VNA. This practice reduces the fidelity of the analysis with the reality of the electric
power grids, since the sweep time spent to achieve one measure with the VNA may be
higher than the CT – period of time in which the PLC channel can be considered time
invariant – of the PLC channels. In fact, although the VNA sweep time depends on the
equipment model and on the chosen frequency bandwidth and resolution, modern VNAs
require a few hundreds milliseconds to perform one measurement, which is much more
than a typical CT of in-home PLC channel, reported as not less than 600 µs by [35]. As a
consequence, a proper characterization of the coherence time is missing in the literature.

This chapter aims to offer a complete characterization of in-home PLC channels
in Brazil by addressing the following frequency bands are: from 1.7 up to 30 MHz, from
1.7 up to 50 MHz and from 1.7 up to 100 MHz. Thus, this contribution constitutes an
important reference to support future efforts in modeling and designing in-home broadband
PLC systems that can be suitable for both in developing and developed countries. Also, a
statistical modeling for ACA, RMS-DS, CB and CT is performed and discussed.

3.1 MEASUREMENT SETUP AND CAMPAIGN

The characterization of the Brazilian in-home PLC channels was supported, for
the most part, by estimates of the CFR. Complementary characterization were performed
through measurements of the noise power spectrum density (PSD). The CFR measurement
setup is depicted in Fig. 1. As we can see, the setup consists of three main components:

• Signal generator: Device composed of an arbitrary signal generator board mounted in
a rugged computer. A pre-designed sounding sequence is loaded into it and converted
to an analog signal to be submitted to the PLC channel under analysis;

• Data digitizer: Acts as a receiver, measuring the transmitted sounding signal after
propagating through the PLC channel, and converts it into a digital representation
for the subsequent analysis.

• Coupler: Circuitry used to connect both the signal generator and the data digitizer
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to the PLC channel under analysis. The coupler is essentially a high pass filter,
blocking the main voltage signal (60 Hz in Brazil) that can damage both, the signal
generator and the data digitizer, presenting very low attenuations in the bandwidth
of interest.

With the possession of the discrete-time version of both the generated and me-
asured signals, the channel-estimation methodology described in Chap. 2 is performed,
encompassing the following stages: (i) input-output timing synchronization; (ii) initial
channel estimation; (iii) SFO correction; (iv) channel estimation; (v) channel estimation
enhancement, which mitigates noise effects. The chosen parameters for the channel estima-
tion setup is summarized in Tab. 1. In this framework, the transmitted signal is composed
of HS-OFDM symbols, using a 200-MHz sampling frequency, and the frequency resolution
is around 48.83 kHz. For the measurement of the noise PSD the data digitizer was used
when no sounding signal was being transmitted.

The measurement campaign of the Brazilian in-home PLC channels was performed
in seven different typical sites in a urban area of Juiz de Fora city, as detailed in Tab. 4.

Table 4: Main features of the measured places.

Construction type Age (years) Constructed area (m2)
House #1 30 78
House #2 10 69

Apartment #1 9 54
Apartment #2 9 42
Apartment #3 18 65
Apartment #4 3 62
Apartment #5 2 54

From the entire campaign, 245 different combinations of pairs of outlets were
measured, providing a total of 148,037 different CFR estimates, with an average of 604
consecutive CFR estimates for each PLC channel configuration. Furthermore, for each
outlet, a measurement of the noise was taken.

3.2 PLC CHANNEL FEATURES

The well known features that are used for characterizing the in-home PLC channels
are described as follows.

3.2.1 Average channel gain (ACG)

The ACG is expressed by

G = 1
B

∫
B
|H(f)|df, (3.1)
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where H(f) is the channel frequency response at the frequency f and B is the frequency
bandwidth, usually presented in decibel (dB) as GdB = 10 log10 G. The average channel
attenuation (ACA), given by AdB = −GdB, takes the place of ACG in some performed
analyses.

The ACA values can give an indication of the level of attenuation presented in a
given communication channel, and as a consequence, an estimate of the channel capacity
that can be expected on average.

3.2.2 Coherence bandwidth (CB)

The CB reflects the maximum bandwidth in which the CFR magnitude can be
considered flat. Thus, the CB indicates how selective the channel is and can be estimated
through [83]

ρH(δf) = E{(H(f)− µH)(H(f + δf)− µH)∗}
σ2
H

, 0 ≤ |ρH(δf)| ≤ 1, (3.2)

where δf is the frequency spacing and µH = E{H(f)}, in which E{.} denotes the
expectation operator.

In this way, the CB (Bc) of a communication channel can be estimated when

|ρH(Bc)| ≥ ϕ, (3.3)

where {ϕ ∈ R | ϕ ∈ (0, 1)} refers to the lowest correlation level on which it was observed
a CB of Bc. In this contribution, the correlation levels of 0.9, 0.7 and 0.5 were considered
and are denoted by B09, B07 and B05, respectively.

The CB is a key parameter used to evaluate the need for equalization and/or coding
to deal with dispersive multipath effects.

3.2.3 Root mean squared delay spread (RMS-DS)

The RMS-DS represents the distribution of the transmitted power over the various
paths in a multipath environment, and can be defined as the square root of the second
central moment of a power delay profile. For a CIR h(t), the power delay profile can be
calculated with

P (t) = |h(t)|2∫∞
−∞ |h(t)|2dt. (3.4)

The resulting RMS-DS is given by

στ =
∫

(σ − σe − σA)2 P (σ)dσ, (3.5)
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where σA corresponds to the time delay of the first transmitted signal at the receiver and
σe is the mean excess delay given by

σe =
∫

(σ − σA)P (σ)dσ. (3.6)

Such channel feature indicates how dispersive the communication channel is. This
information is usually used to support the specification of the guard interval duration, in
a multi-carrier modulation (i.e., HS-OFDM and OFDM) in order to avoid inter symbol
interference (ISI).

3.2.4 Relation between RMS-DS and ACG

According to [76], the relation between the RMS-DS and the ACG can be approxi-
mated by

στ (µs) = α.GdB + β. (3.7)

This negative correlation indicates that PLC channels with high values of RMS-DS exhibits
high attenuations (or low channel gain).

3.2.5 Relation between CB and RMS-DS

The relation between the CB and the RMS-DS is generally expressed (in units of
microseconds) by

στ ≈
γ

B09
, (3.8)

where γ depends on the channel type and B09 (in kHz) is the CB at a correlation level
equal to 0.9.

3.2.6 Coherence time (CT)

The CT, denoted by T βc , is the time duration in which the CIR can be considered
time invariant. The CT can be evaluated as [36]

T βc = Mc(2N + Lcp)Ts, (3.9)

where Mc is the number of channel measurements needed to reach a correlation equal to
β, Ts denotes the sampling period, N is the number of subcarrier in a HS-OFDM symbol
and Lcp is the length of the CP.

This channel feature is crucial, for instance, to indicate the periodicity in which the
channel state information must be estimated in order to perform an effective equalization
as well a resource allocation.
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3.2.7 PSD of the additive noise

The PSD of the additive noise is obtained by using a well-known Welch procedure
[37] which is briefly described as follows: Let the vector v = [v(0) v(1) . . . v(Lv − 1)]T

be constituted by the samples of the measured additive noise in a PLC channel. We
can extract Ks segments defined as {vK [n]} = {v[n+KD]}, with n = 0, 1, . . . , Lv,s − 1;
K = 0, 1, . . . , Ks − 1; composed of overlapping samples, when D < Ls.

Then, the PSD of the additive noise can be estimated through

S[k] = 1
Ks

Ks−1∑
K=0

PK [k], k = 0, 1, ..., Ls − 1, (3.10)

where

PK [k] = Ls
U
|VK [k]|2 , (3.11)

in which U is a normalization factor given by

U = 1
Ls

Ls−1∑
n=0
|w[n]|2 , (3.12)

VK [k] = 1
Ls

Ls−1∑
n=0

vK [n]w[n]e−j2πkn/Ls , k = 0, 1, . . . , Ls − 1, (3.13)

and {w[n]}Ls−1
n=0 is a window.

3.2.8 Channel capacity

Due to the fact that PLC channels are frequency selective and the additive noise is
a colored Gaussian random process, their theoretical channel capacity can be evaluated
as [84]

C = max
Sx(f)

∫
B
log2

(
1 + Sx(f)|H(f)|2

SN(f)

)
df, (3.14)

where B is the frequency bandwidth; Sx(f) and SN (f) denotes the power spectral densities
of the transmitted signal and the additive noise, respectively, H(f) is the frequency
response of the PLC channel and

∫
B Sx(f)df = Px, where Px is the transmission power. A

discrete version of (3.14) was used to evaluate the channel capacity.

3.3 FIT EVALUATION

Statistical models of some key features constitute an important and valuable infor-
mation to be taken into account for the development and evaluation of any communication
system. Indeed, the Nakagami, Rician, Rayleigh and Weibull statistical distributions have
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been widely applied to model the fading behavior of wireless channels [85, 86]. More
recently, the Gamma [87] and Inverse Gaussian [88] distributions are been considered to
model fading effects for frequencies above 60 GHz in free-space optical communications.

The suitability of the fitting between the dataset that represents each considered
channel feature (ACA, RMS-DS, CB and CT) and the statistical distributions considered
in this work, in which the corresponding probability density function (pdf) can be accessed
in B, were evaluated in terms of the following metrics.

3.3.1 Maximum Likelihood Estimation

Let X1, X2, ..., Xn be a random sample of pdf f(x|θ), where θ = [θ1, ..., θK ]T

represents the set of k unknown parameters. Thus, the likelihood function can be defined
as [89]

L(θ) =
n∏
i=1

f(xi|θ1, ..., θK), (3.15)

which is commonly replaced by its logarithmic version, referred to as the log-likelihood
function, given by

l(θ) =
n∑
i=1

log(f(xi|θ1, ..., θK)). (3.16)

The maximum likelihood estimate (MLE), represented by the vector θ̂, is obtained through

θ̂ = arg max
θ

l(θ). (3.17)

Such maximization problem is easily performed for some distributions with explicit
solutions, as the Normal distribution. Other statistical distributions, however, such as
the Skew-normal and the Gamma distributions, for instance, do not allow an analytical
solution for this problem which is then solved by a numerical procedure [90].

3.3.2 Information criteria

The Akaike information criterion (AIC), the Bayesian information criterion (BIC)
and the efficient determination criterion (EDC) [91] were also applied to verify the
suitability of the fit between the datasets and each considered statistical distribution. The
three aforementioned information criteria can be calculated by [91]

−2l(θ̂) +Kcn, (3.18)

where K is the number of model parameters and cn is the penalty term, which varies
according to Tab. 5, where n is the dataset length. As can be noted in (3.18), there is an
introduction of the term (Kcn) to the log-likelihood value in order to penalize the number
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of distribution parameters, allowing a fair comparison between the fit given by statistical
distributions with different number of parameters, which in our case assume the values
K = 1, 2, 3. Contrary to the log-likelihood function, a lower value for the information
criterion (see (3.18)) indicates a better fitting between the dataset and the considered
distribution.

Table 5: Penalty term cn of different information-based model evaluation criteria: AIC,
BIC and EDC.

Criterium cn
AIC 2
BIC log(n)
EDC 0.2

√
n

3.4 NUMERICAL ANALYSIS

In this work, the in-home PLC channel estimation and characterization were
performed by addressing the three distinct frequency bands:

• Band A, from 1.7 up to 30 MHz.

• Band B, from 1.7 up to 50 MHz.

• Band C, from 1.7 up to 100 MHz.

The measured in-home PLC channels were analyzed in terms of the features defined
in Sec. 3.2. Also, an exploratory analysis was performed in the datasets associated with
ACA, RMS-DS, CB and CT features for measured in-home PLC channels. In this case, a
statistical modeling for the ACA, RMS-DS, CB and CT features was performed considering
several symmetric and asymmetric continuous statistical distributions, chosen according
to the general behavior observed in each dataset. In fact, the dataset for the CB and
the CT show values with a limited resolution due to the estimation procedure, but these
features are originally continuous random variables. Therefore, the considered symmetric
distributions are the Logistic, the Normal and the t-Student, while the asymmetric ones are
the Exponential, Gamma, Inverse Gaussian, Log-logistic, Log-normal, Nakagami, Rayleigh,
Rician, Skew-normal and Weibull. All the results and corresponding analysis are presented
as follows.

3.4.1 Channel Magnitude Function

By considering the Band C, which comprises Band A and Band B as well, some
interesting features of the in-home PLC channel magnitude response are depicted in
Fig. 22. The parameters are the maximum, the minimum, the mean and the 50th and 90th
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percentiles. The percentile reflects a value below which a given percentage of observations
fall. As we can observe, the channel magnitude function slightly decreases as the frequency
increases, which configures a well-know behavior of PLC channels. Also, the minimum
attenuation is lower than 10 dB for the frequencies below 50 MHz and between 10 and
18 dB in the remaining frequencies. On the other hand, attenuations as high as 100 dB
can be observed in some channel responses. The mean values of magnitude attenuation
per frequency component is in between 20 and 40 dB, and such values are very close to
the 50th percentile profile.

Figure 22: General characterization of the measured in-home PLC channel magnitude
response.

The empirical cumulative distribution function (CDF) of the magnitude responses
for Band A, Band B and Band C are shown separately in Fig. 23. As we can note, the
distance of the curves for Band B and Band C are, approximately, 6 dB, for the probabilities
values between 0.2 and 0.8. In the same interval of probabilities, the distances between the
curves for Band A and Band B reach almost 15 dB. Also, higher attenuations are found in
Band C than in Band A and Band B, what agrees with the theory of signal propagation
through a non-ideal conductor. For instance, the probabilities that the attenuation is
lower than 20 dB is 0.5, 0.7 and 0.9, approximately, for Band A, Band B and Band C,
respectively. Additionally, this plot confirms that the in-home PLC channels are frequency
selective.

Figure 24 shows the maximum, mean e minimum value of the magnitude response
for 645 consecutive CFR estimates related with one measured PLC channel. As can be
seen, in this case, the magnitude response can vary, for some frequencies, up to almost
45 dB.
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Figure 23: Cumulative distribution function of the estimated in-home PLC channel
magnitude responses.

Figure 24: Magnitude response statistics of one measured PLC channel.
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3.4.2 Average channel attenuation (ACA)

The ACA results are summarized in Tab. 6. Considering the Band A, the obtained
results can be compared to those ones presented in [81] for in-home PLC systems in US.
While the maximum, mean and minimum ACA values reported for US residences were
around 68, 48.9 and 19 dB, respectively, for the Brazilian case they were around 51, 23.3
and 9 dB, indicating much lower attenuation levels in the Brazilian residences. From the
author’s point of view, the main reasons for that distinct behavior are as follows:

• The sizes of typical apartments and residences in Brazil are smaller than in US (see
Tab. II in [92]) and, as a result, the distances for data communication as well as the
number of branches tend to be lower in the Brazilian scenarios;

• The US gross domestic product (GDP) is almost five times the Brazilian one. That
indicates a more intensive use of electrical and electronic equipments, leading to higher
levels of unwanted electromagnetic radiation and induction, impedance mismatching
and increasing attenuations due to multipath signal propagation.

From the results presented in [80], for in-home PLC channels measured in Spain,
the maximum magnitude values are similar to those ones measured in US [81], whereas
the minimum values are close to the Brazilian values, corroborating with what was
aforementioned. In average, the Spanish ACA values are approximately 9 dB lower than
the US ones but almost 20 dB higher than what was measured in Brazil, what reflects the
fact that Spain has a GDP value in between that ones from Brazil and US.

The results for Band B revealed that the mean ACA value expected in in-home
Brazilian PLC channels is around 25 dB. Also, this value can reach a maximum of more
than 52 dB. In the best scenario, the ACA value was less than 10 dB. Results for ACA in
this frequency band in other countries are not found in the literature and the same occurs
to all analyzed PLC channel features.

Considering the Band C, a minimum ACA of 13 dB and a maximum of 55 dB
were observed. The mean ACA value for Band C is almost 8 dB and 5 dB higher than
that one for Band A and Band B, respectively. In Italy, the minimum ACA value is lower
than in Brazil (7.6 dB) but the ACA can reach higher values of up to 57 dB. The mean
ACA value observed in Italy of 35 dB, approximately, is almost 5 dB higher than in the
Brazilian case.

3.4.2.1 Statistical modeling

The parameters of the statistical distribution that provides the best fit and the fit to
the Normal distribution for the ACA are summarized in Tab. 15, 16 and 17, in Appendix C,
for Band A, Band B and Band C, respectivelly. As we can observe, the Skew-normal is
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Table 6: PLC channel average channel attenuation for Band A, Band B and Band C.

Average channel attenuation (dB)
Band A Band B Band C

Maximum 51.089 52.623 55.269
Minimum 9.145 9.977 13.557
Mean 23.281 25.244 30.211

Standard Deviation 8.609 8.283 9.158
50-th percentile 22.767 25.673 30.822
90-th percentile 34.693 33.758 39.649

the statistical distribution that better fits the ACA of the measured Brazilian in-home
PLC channels, when considering Band A. Regarding Band B and Band C, the best fits
are offered by the Nakagami distribution.

Furthermore, the results of the fit to the Normal distribution are analyzed. As we
can see in Tab. 15, the values of the Log-likelihood function and of the AIC, BIC and
EDC evaluation criteria are too close if a comparison between the Skew-normal and the
Normal distributions, for the Band A (let for instance the EDC value of 4.6768× 104 and
4.7244× 104 for the Skew-normal and Normal distributions, respectively) is carried out.
This result is confirmed by Fig. 25 where it can be seen that the Normal distribution
also offers a good approximation to the histogram that represents the dataset of the
ACA feature. For the same frequency band, the ACA in in-home PLC channels in US
are considered normally distributed, as detailed in [46], through the application of some
normality tests. These tests were performed in in-home PLC channels in Spain [56] and
the null hypothesis in which the ACA is considered normally distributed was rejected.
In this contribution, the Jarque-Bera, Lilliefors, and Kolmogorov- Smirnov tests [93],
performed at a 5% and 1% of correlation level, were applied and the normality assumption
with respect to the ACA feature was strongly rejected. This result is contrary of what
can be inferred by inspecting Fig. 25 and Tab. 15, from which it seems that the Normal
distribution provides a good fit to the dataset. Thus, these contradictory results lead
us to the conclusion that such normality tests, widely used in the PLC field, are not
suitable for providing a reliable statistical inference when dealing with large sample size
[94, 95]. Similar conclusions concerning the suitability of the Normal distribution to fit
the ACA can be appointed for Band B and Band C, as we can see in Fig. 26 and Fig. 27,
respectively.

Regarding Band C, for comparison purposes, in [32] the best normal distribution
fit for the ACA related to in-home PLC channels in Italy resulting in mean and standard
deviation, (µ, σ), equal to (35.412, 10.521) dB, against (30.211, 9.158) dB for Brazilian
scenario. These results reinforce the fact that in-home PLC channels in Italy suffer,
on average, additional attenuation, in order of 5 dB, in comparison to their Brazilian
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counterparts.

Figure 25: The histogram and distribution fitting of ACA feature for Band A.

Figure 26: The histogram and distribution fitting of ACA feature for Band B.

3.4.3 Coherence bandwidth (CB)

The obtained results for the CB are summarized in Tab. 7, where B05, B07 and
B09 refer to the correlation levels equal to 0.5, 0.7 and 0.9, respectively. Obtained results
reveal that differences between the CB minimum, maximum and mean values for the
Band A, Band B and Band C reduce if the correlation level increases. In fact, if we focus
on B09, the CB are very similar to all chosen frequency bands, meaning that the frequency
selectivity is independent of the frequency bandwidth.

Regarding Band A, the mean value of 4.19 MHz for B05 can be noted. This mean
value decreases to 3.77 MHz and 644.29 kHz for B07 and B09, respectively. Comparing the
B09 value with its Spanish [79] (for Band A) and French [72] (for Band C) counterparts,
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Figure 27: The histogram and distribution fitting of ACA feature for Band C.

we notice a wider CB for Brazilian in-home PLC channels. Thus, Brazilian in-home PLC
channels are flatter than in these countries. In fact, the maximum CB value observed in
Brazil is approximately 2.5 and 1.6 times its Spanish and French counterparts, respectively.
In addition, while in 50% of Brazilian in-home PLC channels the CB is above 537 kHz,
only about 10% of the Spanish in-home PLC channels present a CB above this value (see
Fig. 4b in [79]).

For Band B, the mean value for the B09 is lower than those observed for Band A
and higher than to se observed for Band C. Also, while in 90% of the observed cases the
B09 is below 1.61 MHz and 1.12 MHz for Band C and Band A, respectively, this value is
below 1.22 MHz for Band B.
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3.4.3.1 Statistical modeling

The statistical modeling of the CB, considering the correlation level of 90%, for the
best knowledge of the author, is analyzed at the first time. The results revealed that the
CB is better fitted by the Inverse Gaussian for Band A, Band B and Band C, as depicted
in Figs. 28, 29 and 30, respectively. For comparison purposes the fit for the Log-normal
distribution is performed and it is also depicted in the aforementioned graphics, since the
histograms suggest that the dataset of the CB presents positive asymmetry. It is important
to state that the fit to the Log-normal distribution achieved very close performance in
terms of log-likelihood and all evaluated criteria if compared to those results provided
by the best fitted distributions. The parameters of the best fitted statistical distribution
(Inverse Gaussian) and for the Log-normal distribution, together with the information
criteria results, are summarized in Tabs. 21, 22 and 23, in Appendix C.

Figure 28: The histogram and distribution fitting of CB feature for Band A.

Figure 29: The histogram and distribution fitting of CB feature for Band B.



59

Figure 30: The histogram and distribution fitting of CB feature for Band C.

3.4.4 Root mean squared delay spread (RMS-DS)

The obtained results for RMS-DS are summarized in Tab. 8. Regarding Band A,
Brazilian in-home PLC channels show the smallest RMS-DS values (0.15 µs) in comparison
to their US counterpart (0.53 µs) [81]. Also, the RMS-DS is above 0.47 µs in 50% of
in-home PLC channels in US, against 0.14 µs for the same percentage in Brazil. For
Band B the mean value observed for the RMS-DS was of 0.138 µs and for 90% of the
observed cases this value was below 0.214 µs. Now considering Band C, a comparison with
the results presented in [72] (French scenario) shows that Brazilian in-home PLC channels
present the smallest values for RMS-DS. While in France, the RMS-DS has mean value
equal to 0.309 µs and can reach 0.601 µs in 90% of the cases, these values are 0.133 µs
and 0.204 µs, respectively, in Brazil. From the author’s point of view, the reasons for that
are those appointed before for the ACG.

Table 8: RMS-DS for the measured in-home PLC channels in Band A, Band B and
Band C.

RMS-DS (µs)
Band A Band B Band C

Maximum 0.493 0.471 0.465
Minimum 0.039 0.031 0.029
Mean 0.148 0.138 0.133
Std 0.064 0.064 0.064

50-th percentile 0.140 0.134 0.127
90-th percentile 0.227 0.214 0.204

3.4.4.1 Statistical modeling

With respect to the statistical modeling of the RMS-DS feature, the histograms
depicted in Figs. 31, 32 and 33 show a clear positive asymmetry. In fact, the analysis
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of the RMS-DS for Brazilian in-home PLC channels revealed that this feature is better
modeled by a Gamma distribution, for all considered frequency bands. This result is
different from those reported in [96, 77], for US in-home PLC channels, and in [80] for
PLC channels in Spain, regarding the frequency Band A, and the one presented in [32],
for in-home PLC channels in Italy for frequency Band C, in which the RMS-DS was
considered log-normally distributed. On the other hand, the results achieved by fitting
the RMS-DS of Brazilian in-home PLC channels with the Log-normal distribution are not
so distant to those obtained for the Gamma distribution, as we can see in Tabs. 18, 19
and 20, in Appendix C. For instance, regarding Band A, a relative difference of 0.02 (very
low) is observed between the EDC value for the Gamma and Log-normal distributions.
The suitability of the Log-normal distribution to fit the RMS-DS can be visually verified
in Fig. 31. The same behavior is observed for both Band B and Band C, as depicted in
Fig. 32 and Fig. 33, respectively.

As reported for ACA, results of lognormality tests performed to the RMS-DS
datasets from Brazilian in-home PLC channels were contrary to the aforementioned
discussion. Indeed, lognormality assumption of the RMS-DS can be accepted and, thus,
somehow the results agree with what were reported in US [77], Spain [56] and Italy [32].

Figure 31: The histogram and distribution fitting of RMS-DS feature for Band A.

3.4.5 RMS-DS versus ACG

A linear relation between RMS-DS and ACG, which is usually expressed by (3.7),
can be drawn as seen in Fig. 34. The parameters of (3.7) for the Brazilian in-home PLC
channels are listed in Tab. 9. They are represented by the solid and straight lines in Fig. 34
for the three frequency bands considered in the current work. Surprisingly, the linear
relationships between RMS-DS and ACG for Band A, Band B and Band C result into three
almost parallel straight lines (α values are almost the same). Also, the dispersion around
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Figure 32: The histogram and distribution fitting of RMS-DS feature for Band B.

Figure 33: The histogram and distribution fitting of RMS-DS feature for Band C.

the trend line for the lowest values of ACG is more accentuated for the values less than,
approximately, −40 dB. Regarding Band A, a comparison among in-home PLC channels
in US [76] and in Brazil shows that Brazilian counterparts present similar behavior to
those channels from urban and suburban areas in US.

Table 9: Parameters of (3.7) estimated for the measured PLC channels.

α (µs/dB) β (µs)
Band A −0.0054 0.0219
Band B −0.0058 −0.0079
Band C −0.0056 −0.0379
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Figure 34: RMS-DS versus ACG for the measured in-home PLC channels in Brazil.

3.4.6 CB versus RMS-DS

Figure 35 shows the inverse relation between RMS-DS and CB observed in Brazilian
in-home PLC channels for all considered frequency bands. The best curve fitting for (3.8),
which are represented by the dotted lines in the plot (only for the Band C), is based on
the minimum mean square error (MMSE) criterium. The least-square curve fitting yielded
γ = 77, γ = 77 and γ = 78 for Band A, Band B and Band C, respectively. For comparison
purposes, γ = 55 was attained with French in-home PLC channels [72], while γ = 57 is
presented for the cases in Italy [32], both for Band C.

Figure 35: Relation between the coherence bandwidth and the RMS-DS for the in-home
PLC channels in Brazil.
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3.4.7 Coherence time (CT)

In order to calculate the coherence time from the CIR, the methodology described
in [36] is applied with the parameters of the setup listed in Tab. 10. Figure 36 shows how
the measured Brazilian in-home PLC channels vary with time. For the sake of simplicity,
in this plot only Band C is considered. Each horizontal line in the graph reflects a set
of consecutive estimates of Brazilian in-home PLC channels, and the colors are used to
differentiate the correlation level (used to reveal the time-varying behavior) with respect
to the first estimate.

Table 10: Values of the parameters that are adopted to calculate the coherence time [36].

Description Variable Value
Measured CIR energy % (truncated CIR) Kt 0.9
Coefficients amplitude % (sparse CIR) Ks -40 dB
Selecting the most relevant factors Kc -20 dB

Figure 36: Coherence time of the measured in-home PLC channel.

The CDF of the CT for the three considered frequency bands are shown in Fig. 37,
in which correlation levels of 0.85, 0.90, 0.95 and 0.99 are adopted. As we can note, the
probability of a CT can be lower than a given value is almost the same for all analyzed
frequency bands. These results suggest that the variability of the in-home PLC channel
is more pronounced in the frequencies below 30 MHz. The CT surpasses 500 µs for
β = {0.85, 0.90} in 90% of the measured Brazilian in-home PLC channels. Also, the CT is
independent of the frequency bandwidth.
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Figure 37: CDF of the coherence time for the three considered frequency bands.

3.4.7.1 Statistical modeling

The dataset that represents the CT is constituted by less samples in comparison
with the datasets for the ACA, RMS-DS and CB, due to the methodology applied to
estimate this feature. In fact, the CT is derived from a set of consecutive CFR and only
those combinations that rendered more than 640 consecutive CFR estimates where used.
This means that the dataset for CT is composed of 178 estimates.

The histograms depicted in Figs. 38, 39 and 40 show some negative asymmetry
of the dataset that represents the CT of the measured in-home PLC channels. This
observation is reinforced by the fact that the Skew-normal is the best fitted statistical
distribution, with a negative skewness (see the value of the parameter γ in Tabs. 24, 25 and
26, in Appendix C, for Band A, B and C, respectively). Also, the fit to the t-Student, the
Weibull and the Normal distributions, for Band A, B and C, respectively, are presented for
comparison purposes because they correspond to the second best statistical distribution
model according to the value of the log-likelihood and the evaluated information criteria.
The second statistical distribution that best fits the dataset presented a performance
distant to those achieved by the first ones and because of that, they can not be chosen to
model these in-home PLC channel feature at all.

3.4.8 PSD of the additive noise

The measured additive noise is analyzed by means of PSD, and the results are
shown in Fig. 41. As usually occurs in in-home PLC channels, the noise behaves as a
sum of several kinds of disturbances. The higher peaks in the graphic are classified as
narrowband noise components and summarize the broadcast signals, such as FM and
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Figure 38: The histogram and distribution fitting of CT feature for Band A.

Figure 39: The histogram and distribution fitting of CT feature for Band B.

Figure 40: The histogram and distribution fitting of CT feature for Band C.
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amateur radio, that are inducted in the in-home electric circuits. The decreasing PSD
value with frequency is similar to what has been observed in previous works [97]. The
analysis of several samples of measured additive noise shows that the PSD values range
from −112 dBm/Hz, approximately, up to almost −42 dBm/Hz. The high PSD value is
associated with the low-frequency components. The maximum-, mean- and minimum-
value PSD curves reveal the presence of several primary users (each one associated to a
narrowband signal).

Figure 41: Estimated noise PSD in the measured in-home PLC channel.

3.4.9 Channel capacity

The maximum, mean and minimum channel capacities of the measured Brazilian
in-home PLC channels are shown in Fig. 42. These curves were obtained by considering
Band A, Band B and Band C, where the PSD for the transmitted signal ranges from
−90 up to −50 dBm/Hz and estimated PSD of the noise. Based on these curves, the
following observations can be drawn: (i) the mean channel capacities are closer to the
maximum ones than to the minimum; (ii) considerable improvements in terms of channel
capacity can be observed when comparing the results for the three analyzed frequency
bands (e.g., the growth ratio between Band A and Band B is 1.5 and 1.8 for −80 dBm/Hz
and −50 dBm/Hz, respectively and the similar results are achieved when Band B is
compared with Band C).

The complementary CDF (CCDF) of the channel capacity when the measured
additive noise and the modeled (as presented in [98]) one are shown in Fig. 43. To comply
with the electric field emission regulation applied to PLC systems [99], the curves were
obtained when the PSD of the transmitted signal is −55 dBm/Hz in the frequency band
that corresponds to Band A and −80 dBm/Hz in the remaining frequencies up to 100 MHz.
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Figure 42: Channel capacity of the measured in-home PLC channels.

Comparing with the noise measurements, the model for the additive noise PSD seems to
be very appropriate for the Band A and very optimistic for the Band B and Band C and
should be avoided to represent the PSD of additive noise in Brazilian premises. Overall,
the theoretical channel capacity of Brazilian in-home PLC channels achieved a maximum
value higher than in Italy (see Fig. 11 and Tab. IX in [32]), for the same PSD model.

Figure 43: Complementary CDF of the channel capacity using the measured and colored
noise.
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3.5 SUMMARY

This chapter presented important results about the characterization of in-home PLC
channels in developing countries. The next chapter will introduce a new communication
media called hybrid PLC-wireless channel. Also, this communication channel will be
characterized through measurements performed in in-home Brazilian scenarios.
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4 THE CHARACTERIZATION OF THE IN-HOME BRAZILIAN HY-
BRID PLC-WIRELESS CHANNELS

In a PLC system a physical connection is required between the PLC modem and
the power cables by using, for instance, the power outlet. Therefore, mobility, which is
the main attraction in wireless communications, is impractical in standard PLC systems
and constitutes a major disadvantage of them. On the other hand, unshielded cabling
infrastructure of electric power grids can radiate and be irradiated by wireless signals.
This observation leads to a new paradigm that can potentially renew the R&D efforts
in PLC technology for broadband application that exploits the interaction between the
standard PLC and wireless technologies to provide mobility resulting in the so-called
hybrid PLC-wireless technology. In this new scenario, some communication devices are
physically connected to the power cables (PLC or wireline devices) while others (wireless
devices) are not, with all of them operating in the same frequency bandwidth. Then, data
communication between PLC and wireless devices is based on electromagnetic signals
radiating from and induced into unshielded power cables. Based on this paradigm, a
communication medium can be defined as hybrid PLC-wireless channel, consisting of
unshield power cables belonging to the electric power grids and the air.

Regarding PLC and wireless systems, we point out that the exploitation of their
combination has been recently addressed. These investigations assume that the signal
transmission occur through the PLC and wireless channels in order to increase the system
coverage or reliability by adopting some cooperative scheme. For instance, [24] presents
results from the evaluation of some diversity combining schemes when a simultaneous
communication over wireless and PLC is performed, with both data communication
systems operating at their regulated frequency bandwidths. Other similar investigations
can be found in [25, 26, 27] and references therein.

Different from the aforementioned works, this chapter addresses a communication
media established between a device that makes use of the wireline to receive/transmit
signals with a wireless device. A comprehensive characterization of the hybrid PLC-wireless
channel for bi-directional data communication is timely and of utmost importance to
quantify precisely the possibilities of such novel and challenging data-communication
medium. Therefore, this chapter presents a statistical characterization of the hybrid PLC-
wireless channel, based on a measurement campaign, carried out on several medium-size
apartments and residences, in the frequency band from 1.7 MHz up to 100 MHz. Statistical
analyzes of average channel gain (ACG), coherence bandwidth (CB), coherence time (CT),
root mean squared delay spread (RMS-DS), and channel capacity highlight the limitations,
restriction, and potential of this data communication medium. Furthermore, the symmetry
of the hybrid PLC-wireless channel magnitude response is verified when the transmitter
and the receiver have the same access impedance (i.e., 50 Ω). Moreover, we reveal how the
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wireless device distance to the unshielded power cable is related to the resulting channel
capacity. In addition, differences between the noise power spectral densities from wireline
(PLC) and from the wireless devices are reported. To the author’s best knowledge, this
is the first attempt to provide a complete and comprehensive characterization of hybrid
PLC-wireless channels, for useful bidirectional communication.

The remainder of this chapter is organized as follows: the hybrid PLC-wireless
channel and problem formulation are addressed in Sec. 4.1. Section 4.2 briefly describes
the measurement setup and campaign that supported the characterization of the hybrid
PLC-wireless channel. Results and analyses are summarized in Sec. 4.3.

4.1 THE HYBRID PLC-WIRELESS CHANNEL: PROBLEM FORMULATION

The main idea behind the hybrid PLC-wireless channel lies in the fact that the
infrastructure of electric power grids consists mainly by unshielded cables. As a result, the
power cables radiate signals and, conversely, wireless signals are inductively injected into
them. These signal interactions have been treated in the realms of unwanted interference
from and into electric power grids, see [3, 4, 5, 6] and references therein. However, these
usually unwanted interferences can be seen as useful signals that may potentially carry
information that can be exchanged among wireline and wireless devices, leading to the
hybrid PLC-wireless scenario illustrated in Fig. 44. In this framework, a PLC signal that
is coupled into and propagated along the power cables is also radiated, and can be sensed
by a nearby wireless device, which is connected to an antenna. On the other direction,
a signal radiated in the air by the wireless-device antenna can, in part, be induced in
unshield power cables and reach a PLC device. Thus, a useful full-duplex communication
channel can be established between the PLC and wireless devices through the hybrid
PLC-wireless channel, as depicted Fig. 44, where both wireline and wireless devices are
operating in the same frequency band.

In fact, the hybrid PLC-wireless channel introduces mobility to the PLC systems
that is the main disadvantage of them if compared with wireless-based ones. The following
application motivates the investigation of this novel communication channel:

• safety monitoring/control/maintenance of smart grids, mainly those that involve
high voltage levels. In fact, the connection in a purely PLC system can be dangerous
and expensive. By using the hybrid principle, the electric utility can easily access
information and interact with the electric power grids;

• in home networks (HN) the hybrid PLC-wireless system seems to be more convenient
from the consumer point of view than purely PLC systems, since in the last one a
physical connection to the power line is required;
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• in vehicles, such as cars, ships and aircrafts, that make use of PLC systems, the
hybrid PLS-wireless system can facilitate the interaction/maintenance of the devices,
since the access to the power cables can be difficult and/or expensive;

• the reduction of digital divide problem in developing and underdeveloped countries
owning a pervasive electric power system infrastructure;

• hybrid PLC-wireless systems, operating at frequencies of up to 100 MHz, may be
healthier for living beings than the traditional wireless systems [100, 101, 102, 103]
which operate at frequencies in the order of some GHz.

Figure 44: A hybrid PLC-wireless scenario.

A hybrid PLC-wireless communication system is composed of the following compo-
nents (see Fig. 45):

• the hybrid-PLC transceiver, which is connected to the outlet and responsible for
injecting/receiving signals into/from the electric power grid;

• the PLC coupler, which is a high-pass analog filter that promotes the interface
between the PLC transceiver and the electric power grid, blocking the main frequency
to prevent damage to the hybrid-PLC transceiver;

• the hybrid PLC-wireless channel, which constitutes the communication medium
established between the hybrid-PLC and hybrid-wireless transceivers;

• the hybrid-wireless transceiver, namely the device that makes use of the wireless
channel to provide data communication;

• antenna, which is the transducer of the hybrid-wireless transceiver that is designed
to inject/receive signals into/from the wireless channel.
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Now, assuming that the hybrid PLC-wireless channel is linear and time varying,
then the channel output can be written as

ypw(t) =
∫ t

0
x(τ)hpw(t, τ)dτ + w(t), (4.1)

for the signal propagation from the PLC-to-wireless device and,

ywp(t) =
∫ t

0
x(τ)hwp(t, τ)dτ + v(t), (4.2)

for the reverse path from the wireless-to-PLC device. Note that hpw(t, τ) and hwp(t, τ)
denote the two channel responses at time t when an impulse at instant τ is applied to
the PLC-to-wireless and wireless-to-PLC directions, respectively; x(τ) is an input signal;
w(t) and v(t) are, respectively, the additive noise components in the PLC-to-wireless and
wireless-to-PLC channels.

By considering the hybrid PLC-wireless channel for data communication purposes,
the following questions arise:

• Is the magnitude response of the hybrid PLC-wireless channel symmetric, i.e.
|Hpw(f, τ)| = |Hwp(f, τ)|?

• What kind of attenuation levels can be expected in such channels?

• How strong is the influence of the wireless-device localization in the hybrid-channel
magnitude responses?

• What level of selectivity can be expected in the hybrid PLC-wireless channel frequency
responses?

• How dispersive is the hybrid PLC-wireless channel?

• What kind of channel capacity can be expected in the hybrid communication channel?

• Are there differences in terms of channel capacities according to the signal propagation
direction?

• How long can the hybrid PLC-wireless channels be considered time invariant, i.e.
hwp(t, τ) = hwp(t− τ)?

• Are there any significant differences between w(t) and v(t)?

Based on measures of hybrid PLC-wireless channels, answers to all aforementioned
questions are provided in the following sections.
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4.2 MEASUREMENT SETUP AND CAMPAIGN

The block diagram of the measurement scheme is depicted in Fig. 45. The hybrid-
PLC and hybrid-wireless transceivers are rugged computers equipped with a high-speed
data acquisition board and a high-speed arbitrary signal generation board that operate as
receiver and transmitter, respectively. The designed PLC coupler has a magnitude response
almost flat in the passband range, with a maximum attenuation less than 3 dB (see Fig. 19)
and the adopted omnidirectional and monopole antenna operate in the frequency band
ranging from 1 MHz up to 1 GHz.

Figure 45: Block diagram of the measurement setup.

The measurement setup makes use of a sounding technique described in Chap. 2.
The setup parameters for the measurement campaign of the hybrid PLC-wireless channels
are summarized in Tab. 1. From Tab. 1, the frequency responses of all channel estimates
are determined every 23 µs, approximately, which is shorter than the sweep time of
vector network analyzers (e.g., 300 ms for the same frequency resolution adopted) and the
minimum coherence time of the indoor PLC channels (600 µs) [35]. Thus, the adopted
methodology constitutes an important tool for use in the characterization task for PLC
and hybrid PLC-wireless channels and is superior to the use of vector network analyzers.

The locations in which the measurement campaigns were carried out are those listed
in Tab. 4. These facilities comprise typical residences and apartments in an urban area
of Juiz de Fora, Brazil. Potential scattering objects and the transceivers were stationary
during the measurement campaign in order to avoid Doppler effects in the wireless portion
of the hybrid PLC-wireless channel.

Into carrying out the measurements, the following cases were considered:

• short-path channel: The wireless-PLC transceiver was randomly positioned within
a 2-m radius circle centered at the outlet in which the PLC-wireless transceiver is
connected;
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• long-path channel: The wireless-PLC transceiver was randomly placed into an area
defined as a swept circle, having an outer and inner radius of 6 m and 2 m, respectively,
centered in the outlet in which the PLC-wireless transceiver is connected.

By taking into account all facilities, 293 different combinations of locations for both
PLC-wireless and wireless-PLC transceivers were evaluated. The wireless-PLC transceiver
was positioned near to (short-path channel) and far from (long-path channel) the outlet in
200 and 93 combinations, respectively. Furthermore, approximately 600 estimates of the
channel frequency response were measured for each combination. As a result, a total of
175, 428 estimates of the hybrid PLC-wireless channel frequency responses were obtained
during the campaign. Additionally, additive noise in the localization of both PLC-wireless
and wireless-PLC transceivers were measured. In what follows we present all details about
the estimated parameters and the results obtained.

4.3 RESULTS AND ANALYSIS

The presented results and analysis are based on the estimates of the channel
features listed in Sec. 3.2, obtained from the hybrid PLC-wireless channels in the frequency
range from 1.7 MHz up to 100 MHz. In addition, the frequency bands listed in Tab. 11 are
considered to analyze the behavior of hybrid PLC-wireless channels in a regulated frequency
band as well as in a frequency band that can be considered for future standardization
efforts of PLC and hybrid PLC-wireless technology.

Table 11: Chosen Subbands for Analysis.

Notation Frequency band (MHz)
FB01 1.7–30
FB02 30–70
FB03 70–100
FBT 1.7–100

4.3.1 Channel frequency response analyses

4.3.1.1 Comparison between PLC-PLC, PLC-wireless, Wireless-PLC and Wireless-wireless
transmission

The scenario in Fig. 46, which is a typical room in Brazilian residences (house or
apartment), was investigated in order to exemplify the differences that can be verified by
adopting different transmission strategies (PLC-PLC, wireless-wireless, and wireless-PLC
to PLC-wireless). Channel frequency responses were estimated (see Fig. 47), adopting
the transmission direction from the wall on the top to that at the bottom of Fig. 46.
As we can see, for the frequency band ranging from 1.7 up to 100 MHz, the PLC-PLC
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communication suffers less attenuation in almost the entire frequency band, while the
wireless-wireless communication is a little better in the frequencies around 70 MHz. In its
turn, the hybrid PLC-wireless channel offers the highest channel attenuation regardless
the transmission direction. On the other hand, as discussed before, the hybrid channel
can be exploited as an artifice to introduce mobility into a pure PLC system.

Figure 46: Measured scenario.

Figure 47: Magnitude responses of some measured channels.

4.3.1.2 Magnitude Response Symmetry

Measurements of channels were carried out in both PLC-wireless and wireless-PLC
directions in order to verify the symmetry of hybrid PLC-wireless channels. Figures 48
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and 49 show magnitude responses of four distinct but typical hybrid channel estimates –
each one obtained from different combinations of two different positions of PLC-wireless
and wireless-PLC transceivers. Figure 48 shows results for wireless-PLC direction and
Fig. 49 for the reverse path. From these figures, the hybrid PLC-wireless channel can be
seen to be symmetrical in terms of the magnitude function, i.e., the magnitude response
is independent of the transmission direction. This behavior is confirmed in all measured
channels. Minor differences, as those seen in Fig. 50, which considers the two directions of
a single scenario, may be associated to background noise and slow channel variation, since
measurements in both directions are not simultaneous.

Figure 48: Magnitude responses of measured hybrid PLC-wireless channels for the trans-
mission from wireless-PLC to PLC-wireless transceiver.

4.3.1.3 Influence of small distance variations on the magnitude response

Figure 51 shows four different scenarios where only the wireless-PLC transceiver
was displaced in four different locations 0.4 meters, on average, apart. From this plot,
small position variations of wireless-PLC transceiver can significantly affect the hybrid
channel magnitude response for frequencies above 30 MHz.

4.3.1.4 Statistics

The maximum, minimum, mean, 50th and 90th percentiles statistical parameters of
the magnitude response of the measured hybrid PLC-wireless channels were extracted. In
Fig. 52, which refers to short-path channels, the magnitude responses range from −5 to
−120 dB, approximately, and 90% of observations stay within the magnitude range of −20
and −40 dB for the frequency band ranging from 10 to 100 MHz. For long-path channels,
as depicted in Fig. 53, 90% of the cases exhibit values below −30 dB, approximately,
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Figure 49: Magnitude responses of measured hybrid PLC-wireless channels for the trans-
mission from PLC-wireless to wireless-PLC transceiver.

Figure 50: Magnitude responses of a single channel in both directions.
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Figure 51: Magnitude responses of some measured hybrid PLC-wireless for different
locations of the wireless-PLC transceiver.

and in the frequency band from 1.7 MHz up to 10 MHz, their values are below −50 dB.
Comparing these two scenarios, one observes significantly higher attenuation levels along
long-path channels, as expected.

Figure 52: Statistical parameters extracted from estimated magnitude responses of the
short-path hybrid PLC-wireless channels.

4.3.2 Average channel attenuation (ACA)

ACA statistics are presented in Tab. 12, for frequency bands listed in Tab. 11,
where std denotes the standard deviation. Subband FB02 shows the lowest ACA achieving



79

Figure 53: Statistical parameters extracted from estimated magnitude responses of the
long-path hybrid PLC-wireless channels.

mean attenuation levels of 30 and 42 dB for the short- and long-path channels, respectively.
On the other hand, subband FB03 presented the highest ACA values, reaching a maximum
of 55.55 dB for short-path and 71.53 dB for long-path channels. Regarding the entire
frequency band FBT and considering short-path channel, ACA values are below 36.79 dB
in 90% of the observations, while for long-path channel they are below 52.35 dB. In general,
these results emphasize that magnitude responses of hybrid PLC-wireless channels show
significantly high attenuation levels.

Table 12: ACA for the Measured Hybrid PLC-Wireless Channels.

ACA (dB)
Maximum Minimum Mean Std 50% below 90% below

FB01 50.57 24.39 36.38 4.68 36.72 41.94
Short-path FB02 42.12 20.94 30.77 3.79 30.98 36.02
channel FB03 55.55 26.65 41.69 5.41 42.32 48.28

FBT 41.69 24.61 33.03 3.17 33.04 36.79
FB01 63.54 21.83 48.99 7.79 49.92 57.94

Long-path FB02 64.73 28.64 42.66 5.92 42.14 49.62
channel FB03 71.53 28.49 56.14 5.61 55.79 63.33

FBT 63.06 27.11 44.89 6.33 45.29 52.35

Considering some reported results for the PLC scenario, we can verify that the
mean ACA for short-path channels is less than that reported for in-home PLC channels
in US [77] (41.5 dB), for FB01 but 13 dB higher than the value estimated for in-home
Brazilian places. Considering FBT the mean ACA is almost the same achieved in Italy [32]
(35.4 dB) and only 3 dB higher than the Brazilian results. The mean attenuation observed
in long-path channels are higher than those reported for in-home PLC channels in Brazil,
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Italy and US. With respect to the results achieved for in-home Brazilian PLC channels,
the differences are of 26 dB and 15 dB, approximately, for FB01 and FBT , respectively.

4.3.2.1 Statistical modeling

The statistical modeling of the channel features were performed considering only
FBT . The attained results revealed that the ACA is better fitted by the Skew-normal
distribution in both short- (Fig. 54) and long-path channels (Fig. 55), according to all
information criteria.

The asymmetry of the dataset for the ACA in both scenarios, short- and long-path
channels, is not clear by the histograms in Figs. 54 and 55. On the other hand, the
asymmetry of the ACA can be inferred looking at Tabs. 27 and 28, in Appendix D, for
short-path and long-path channels, respectively. Also, for comparison purposes, the normal
fit to the dataset is also depicted. As can be noted, the estimated values for (µ, σ) to
the Skew-normal and Normal distribution are close, but the Skew-normal distribution
achieved the best fit by introducing a negative skewness (asymmetry) through its third
parameter (γ).

The modeling parameters of all considered statistical distributions fitted to the
ACA for both, short- and long-path channels, are summarized in Tabs. 27 and 28, for
short-path and long-path channels, respectively.

Figure 54: The histogram and distribution fitting of ACA for short-path channels.

4.3.3 Coherence bandwidth (CB)

Table 13 summarizes the estimated coherence bandwidth for measured PLC-wireless
channels, considering correlation levels of 0.5 (B05), 0.7 (B07) and 0.9 (B09). In this analysis,
subband FB03 shows the highest mean CB values when compared to subbands FB01 and
FB02 for short-path channel. For long-path channels the highest mean value is observed
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Figure 55: The histogram and distribution fitting of ACA for long-path channels.

in subband FB02. For a correlation level of 0.9 in short-path channels, subband FB02

shows CB values greater than 1.51 MHz for 50% of observations, while the minimum
CB value is 1.27 MHz and 0.68 MHz for subbands FB03 and FB01, respectively, for the
same percentage level. For long-path channels, CB values for subbands FB01 and FB03

are greater than 0.29 MHz and 0.27 MHz, respectively, while for subband FB02 the CB is
greater than 0.98 MHz in 50% of observations.

When considering the correlation level of 0.9, subband FBT offers a mean CB value
of 1.62 MHz with a standard deviation of 0.66 MHz for the short-path channel. Also,
a CB value greater than 1.42 MHz is observed in 50% of the observations and greater
than 2.57 MHz in only 10% of the estimates. On the other hand, the long-path channel
presents a mean CB value of 1.00 MHz with a standard deviation of 505.64 kHz and
a CB value greater than 0.93 MHz and 1.61 MHz for 50% and 10%, respectively, of
the observations. Thus, we conclude that long-path channels are more selective than its
short-path counterpart, as expected. This behavior is verified in all considered correlation
levels. Also, the minimal value was 48.83 kHz, for several evaluated scenarios. However,
since this value is the frequency resolution (see Tab. 1), the CB value could, eventually, be
lower than the frequency resolution. For the sake of conciseness, in the remainder of this
contribution, only the CB value at a correlation level of 0.9 (B09) will be considered.

Comparing with the results achieved for in-home PLC channels and considering
only B09, we can verify that hybrid PLC-channel presented higher values of CB in some
cases. For instance, the mean value of CB in hybrid PC-wireless channels is higher than
those reported for the PLC case, with respect to FBT . For FB01 only short-path channel
presented mean values of CB higher than for the PLC case.
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4.3.3.1 Statistical modeling

The CB presented distinct behavior, in terms of symmetry, if the short- and long-
path channels are compared, when considering FBT . The CB for short-path channels is
better fitted by the Log-logistic distribution, as depicted in Fig. 56, whereas the best fit
for the long-path CB was achieved by the t-Student distribution, as seen in Fig. 57. Also,
the fit to the Log-normal and Normal distributions for the short- and long-path channel,
respectively, are displayed to highlight the CB symmetry differences between the short-
and long-path channels. These results suggest that the CB for short-path channel shows a
positive asymmetry, while the same channel feature for long-path channel presents strong
evidence of symmetry. Tables 29 and 30, in Appendix D, summarize the parameters
estimates for all considered statistical distributions for the short- and long-path channels,
respectively.

Figure 56: The histogram and distribution fitting of CB for short-path channels.

Figure 57: The histogram and distribution fitting of CB for long-path channels.
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4.3.4 Root mean squared delay spread (RMS-DS)

Statistical parameters of RMS-DS are presented in Tab. 14. subband FB02 exhibited
the lowest values for the mean RMS-DS in all evaluated scenarios, whereas subband FB03

presented the highest ones. An RMS-DS below 0.168 µs, 0.085 µs, and 0.533 µs was
observed in subbands FB01, FB02, and FB03, respectively, in 90% of observations of short-
path channel. For long-path channels the corresponding threshold values were 0.419 µs,
0.179 µs, and 1.425 µs.

For the complete frequency band FBT , long-path channel exhibited a maximum
value of 1.476 µs for the RMS-DS, whereas in short-path channel such value was 1.196 µs.
In 90% of the cases, the RMS-DS was above 0.133 µs for short-path channel, compared
with 0.331 µs for long-path channel. Thus, the multipath effect is less pronounced in
short-path than in long-path channels, as expected.

Table 14: RMS-DS of the Measured Hybrid PLC-Wireless Channels.

RMS-DS (µs)
Maximum Minimum Mean Std 50% below 90% below

FB01 1.685 0.024 0.129 0.064 0.122 0.168
Short-path FB02 0.936 0.031 0.066 0.035 0.059 0.085
channel FB03 1.857 0.013 0.180 0.288 0.056 0.533

FBT 1.196 0.018 0.085 0.069 0.071 0.133
FB01 1.742 0.029 0.214 0.219 0.139 0.419

Long-path FB02 1.540 0.025 0.108 0.094 0.079 0.178
channel FB03 1.928 0.011 0.440 0.556 0.095 1.425

FBT 1.476 0.019 0.162 0.147 0.107 0.331

The RMD-DS mean value observed for both the short-path and long-path channels
are lower than that reported for in-home PLC channels in the urban area in US [77]
(0.23 µs) and in Italy (see Tab. I in [32]), considering FB01. For FBT the PLC channels in
Italy presented lower RMS-DS values than the Brazilian hybrid channels evaluated in this
thesis.

4.3.4.1 Statistical modeling

The dataset that represents the RMD-DS for the hybrid PLC-wireless channel
present a notorious positive asymmetry, as can be seen in the histograms depicted in
Figs. 58 and 59, for short-path and long-path channels, respectively. The RMS-DS of
short-path channels is better fitted by the Log-logistic statistical distribution, while the
Inverse Gaussian is the one that best fits the RMS-DS of long-path channels. Also, the fit
to the Log-normal distribution is depicted and it presents some similarities, if compared
to the distribution that better fits to the dataset. Tables 31 and 32, in Appendix D,
summarizes the estimates of the parameters of the fitted statistical distributions, for
short-path and long-path channels, respectively.
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Figure 58: The histogram and distribution fitting of RMS-DS for short-path channels.

Figure 59: The histogram and distribution fitting of RMS-DS for long-path channels.

4.3.5 CB versus RMS-DS

The relation between CB and RMS-DS parameters was given by (3.8) as στ ≈ γ/B09.
The observed relation for the hybrid PLC-wireless channel is shown in Fig. 60, where
the dotted line denotes the case γ = 111, which represents the best fit for the short-path
channel according to the MMSE criterion. The analysis for long-path channel returned
γ = 106, which is close to that achieved for the short-path channel. For comparison
purposes, reference [72] reported γ = 55 for a standard PLC channel, whereas [104]
provided γ ≈ 150 and [105] reported γ < 100 for some wireless channels.

4.3.6 Coherence time (CT)

CT was estimated using the procedure described in [36] with its parameters having
the values listed in Tab. 10. Also, only those measurements that provided more than
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Figure 60: Scatter plot of CB versus RMS-DS.

640 consecutive estimates of frequency response of hybrid PLC-wireless channels were
taken into account. Figure 61 shows the correlation evolution [36] for all measured hybrid
PLC-wireless channels for short-path channel. Note that the y-axis refers to different
channel configurations while the x-axis is the time evolution of the same channel through
its several consecutive estimates and the correlation is evaluated with respect to the
first channel impulse response as reference. It can be seen that most of the channels
have a similar temporal variability of its channel impulse response. The CDF of the CT
for short-path channel case is presented in Fig. 62, where different coherence levels are
considered. This figure suggests that CT was below approximately 156 µs for 90% of the
observed cases, considering the coherence level (β) of 0.99.

Figure 63 shows the correlation evolution of the hybrid PLC-wireless channel as
defined in [36] for long-path channel. In this case, the analyzed hybrid PLC-wireless
channels have distinct and severe variations of temporal correlation. That behavior
indicates that these channels present shorter time intervals than short-path channels in
which the channel impulse response can be considered time invariant, as confirmed by the
coherence-time CDF plots depicted in Fig. 64. This plot also suggests that the CT for the
long-path channel is shorter than 39.5 µs, only one fourth of its short-path counterpart in
90% of the observed cases, for β = 0.99.

4.3.6.1 Statistical modeling

The CT in short-path channels exhibits some kind of symmetry, which is confirmed
by the best fit attained by the Logistic distribution, as seen in the histogram depicted in
Fig. 65, where the Normal-distribution fit is also plotted for comparison purposes. For the
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Figure 61: Correlation evolution for the short-path channel.

Figure 62: CT CDF of the short-path channel for distinct correlation levels.



88

Figure 63: Correlation evolution for long-path channel.

Figure 64: CDF of CT for short-path channel by considering distinct values of correlation
levels.
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long-path channel the best fit is achieved by the Skew-normal distribution, as shown in
Fig.66. The parameter estimates for the fittings regarding the CT for short- and long-path
channels are summarized in Tabs. 33 and 34, in Appendix D, respectively.

Figure 65: The histogram and distribution fitting of CT for short-path channels.

Figure 66: The histogram and distribution fitting of CT for long-path channels.

4.3.7 Additive noise

Additive noise in both PLC and wireless interfaces was measured in order to estimate
the channel capacity in the measured hybrid PLC-wireless channels. The statistical
parameters of the measured noise in the wireless and PLC channels are shown in Figs. 67
and 68, respectively, in terms of power spectral density (PSD) in its maximum, minimum
and mean values. In the wireless noise it is very clear the presence of narrowband noise,
such as those from FM stations in frequencies around 100 MHz. Considering the entire
(FBT ) frequency band, background-noise PSD mean value was around −114 dBm/Hz.
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Figure 68 presents the noise measured in electric power grids, where the exponential
behavior of background noise, which is typical in PLC channels, together with high energy
in low frequencies is evident. Also, some high-frequency narrowband noise components
can be identified, agreeing with those measured in the air. A comparison between PSDs
obtained in both environments indicates that severe noise is observed in PLC channel,
mainly for low frequencies but with less variations between minimum and maximum values
for high frequencies.

Figure 67: Statistical parameters of PSD of the additive noise at the input of the hybrid-
wireless transceiver.

Figure 68: Statistical parameters of PSD of the additive noise at the input of the hybrid-
PLC transceiver.
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4.3.8 Channel capacity

The additive noise described in Subsection 4.3.7 was taken into account to estimate
the channel capacity offered by the hybrid PLC-wireless channel, for the frequency band
FBT . Figure 69 shows the mean values of channel capacities for the short-path and long-
path channels, respectively, considering both transmission directions (PLC-to-wireless and
wireless-to-PLC). For this plot, the channel capacity was evaluated with PSD transmission
power ranging from −90 to −50 dBm/Hz in steps of 5 dBm/Hz. As expected, short-path
channel exhibits higher capacity than long-path channel. Also, higher capacities were
observed in PLC-to-wireless transmission direction due to high power noise presence in the
PLC channel. Thus, the hybrid PLC-wireless channels are asymmetrical from a channel
capacity point of view, due to the additive noise.

Figure 69: Mean values of channel capacity for the short-path and long-path channels.

Figure 70 shows the empirical complementary cumulative distribution function
(CCDF) of the channel capacity for hybrid PLC-wireless in both transmission directions.
In this case, the PSD of the transmitted signal was made −55 dBm/Hz in the frequency
band from 1.7 up to 30 MHz and −80 dBm/Hz in the remainder frequencies. This PSD is
the limit proposed for PLC systems [99]. For short-path channel, the minimal achieved
capacity was 16 Mbps, whereas for long-path channel the minimal capacity was around
3 Mbps. Also, it is interesting to note that channel capacity is higher than 150 Mbps in
50% of the observed cases for the PLC-to-wireless direction of a short-path channel and
can surpass 450 Mbps. If the transmission direction is considered, a difference of up to
139 Mbps and 46 Mbps in the capacity is observed for short-path channel and long-path
channel, respectively.
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Figure 70: CCDF of channel capacity for short-path channel and long-path channel.

4.4 SUMMARY

This chapter presented a new communication medium established between PLC and
wireless devices, named hybrid PLC-wireless channel. Some statistical analyzes showed that
hybrid PLC-wireless channels are strongly frequency selective, exhibit high attenuation
levels and present symmetrical magnitude responses (irrespective to the transmission
direction). The hybrid PLC-wireless channel is more flat and time varying than the
measured PLC channels. Also, the hybrid PLC-wireless channel is asymmetric in terms of
channel capacity, since the noise in PLC and wireless channels are completely different.
Finally, capacities higher than 200 Mbps was observed when the PSD of the transmitted
signal was assumed to be of -50 dBm/Hz. The follow chapter will summarize the main
conclusions of this thesis.
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5 CONCLUSIONS

Regarding the methodology for the estimation of the electric power grids, presented
in Chap. 2, the following conclusions can be highlighted:

• A detailed description of a complete methodology to estimate CFR of electric power
grids for power line communication was given. The presented methodology incorpora-
tes frequency sampling offset error estimation and correction, timing synchronization,
channel estimation and channel estimation enhancement that improve the quality of
the frequency response estimates.

• The reported results, based on both synthetic and measured data, showed that the
methodology is effective. By using PLC channel models, it was verified that the
proposed method contribute to offer reliable estimates of CFR. It was shown that the
presented methodology is capable of estimating CFR of both linear time invariant
and linear and periodically time varying PLC channels in low voltage and indoor
electric power grids, while the VNA can only characterize linear time invariant PLC
channels.

• The efficiency of the described methodology was corroborated by experimental
results where estimates of CFR of a PLC coupler and monophasic transformers
were compared to estimates provided by a VNA. Based on the attained results, the
presented methodology can be very useful for both power line communication and
power system applications.

With respect to the characterization of Brazilian in-home PLC channels, reported
in Chap. 3, some important conclusions are:

• That chapter presented and discussed several features of Brazilian in-home PLC
channels, which are quite relevant for modeling and designing PLC systems that will
operate not only in electric power grids of developed countries, but also in developing
ones. The analysis were performed considering three frequency bands: from 1.7 up
to 30 MHz (Band A), from 1.7 up to 50 MHz (Band B) and from 1.7 up to 100 MHz
(Band C).

• The analyzes for the frequency band regulated in Brazil for PLC operation (from
1.7 up to 50 MHz) constitute an important reference to the development of PLC
systems to operate in Brazilian in-home electric power grids. The features considered
here included the average channel gain or attenuation, the coherence bandwidth, the
root mean squared delay spread, the coherence time, the channel capacity and the
noise profile.
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• Measurement framework (the setup and the HS-OFDM sounding-based approach)
avoided the use of a vectorial network analyzer, which often requires a sweep time
much longer than the typical coherence time of in-home PLC channel. Hence, the
employed framework was able to characterize the time-varying behavior of the PLC
channel in a reliable manner.

• The comparisons performed in this work reinforce the assumption that electric
power grids in in-home facilities can have a strongly different behavior in different
locations. For instance, Brazilian in-home PLC channels seem to be more suitable for
communication purposes as they presented smaller attenuations than those analyzed
in countries such as US, France and Spain, which are not well discussed in the
literature. This may be associated with the fact that typical Brazilian residences are
smaller and contain less electrical appliances than in US and Europe.

• Broadband applications can succeed if the PLC system operates in the frequency
band of up to 100 MHz, because channel capacities higher than 1 Gbps can be
achieved.

• The statistical modeling of the ACA, RMS-DS, CB and CT, was performed. The
attained results indicates that the ACA feature is better fitted by the Skew-normal
distribution in Band A, and by the Nakagami distribution in Band B and Band C. The
RMS-DS is better fitted in all analyzed frequency bands by a Gamma distribution,
having the Log-normal distribution quite similar fitting. Regarding CB, the best fit is
associated with the Inverse Gaussian for Band A and Band C, while the Log-logistic
distribution offers the best fit for Band B. Finally, the Skew-normal distribution is
the statistical distribution that better fits the CT dataset all analyzed frequency
bands.

Regarding the hybrid PLC-wireless channel, proposed and characterized in Chap. 4,
the following conclusions are noteworthy:

• That chapter focused on the characterization of the hybrid PLC-wireless channels
that emerge from the exploitation of the benefits of the intrinsic and traditionally
unwanted radiation in unshield power cables to provide mobility in PLC systems.
Several statistical parameters of hybrid PLC-wireless channels were presented and
analyzed, considering an entire frequency band ranging from 1.7 MHz up to 100 MHz,
as well as some subbands within it.

• Based on estimates of the hybrid PLC-wireless channels obtained in a measurement
campaign carried out inside two residences and five apartments, two scenarios
(short-path and long-path channels) were devised and thoroughly analyzed.
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• The statistical analyzes showed that hybrid PLC-wireless channels are strongly fre-
quency selective, exhibit high attenuation levels and present symmetrical magnitude
responses (irrespective to the transmission direction).

• The statistical modeling of ACA, the RMS-DS, the CB and the CT was performed.
The attained results revealed that the ACA feature is better fitted by the Skew-
normal distribution for both short- and long-path channel types. The RMS-DS
is better fitted by the Log-logistic distribution for the short-path case while the
Inverse Gaussian is the statistical distribution that best fits the RMS-DS for the
long-path case. Also, for the RMS-DS in both cases, the Log-normal distribution
presented quite similar fitting. Regarding the CB, the best fit is associated to the
Log-logistic distribution for the short-path channel and the t-Student distribution for
the long-path channel. The Logistic distribution is the statistical distribution that
better fits the CT dataset for the short-path channel and the Skew-normal provides
the best fit for the long-path scenario.

• The presented statistical models can offer the means to design and evaluate hybrid
PLC-wireless communication systems to facilitate the widespread of smart grid
technologies into the power systems. Channel capacities surpassing 450 Mbps can
be achieved for short-path channel, when transmitter-received distances are below 2
meters could be observed. When this distance is increased, within a range from 2 to
6 meters, channel capacities above 85 Mbps were still observed for more than 90%
of measured hybrid PLC-wireless channels.

• This work will promote the development of PLC-based mobile and untethered com-
munication applications such as in wireless sensor network, smart energy, intelligent
buildings, and related areas. Finally, hybrid communication systems can be seen as
an interesting and promising technology for dealing with digital divide in developing
and underdeveloped countries.

5.1 FUTURE WORKS

Future efforts can be addressed in order to:

• Develop a prototype of a PLC analyzer based on the methodology described in
Chap. 2, in which constitutes an important tool to be used for electric utilities in
order to evaluate any electric power grid considered as a candidate to provide data
communication.

• Propose a model for the channel impulse response and/or channel frequency response
of Brazilian in-home PLC and hybrid PLC-wireless channels. Evaluate the impact
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of other kind of antennas in the features related with hybrid PLC-wireless channels,
and develop the own antenna.

• Perform a measurement campaign aiming at the characterization of outdoor Brazilian
PLC and hybrid PLC-wireless channels. Additionally, complementary efforts can
be made to characterize medium- and high voltage power lines. Develop a wireless
device to be used in order to interact with a PLC system, operating at the same
frequency band, by means of the hybrid PLC-wireless channel.
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APPENDIX B – Statistical Distributions

This appendix summarizes the pdf’s of the statistical distributions applied in this
work to model some channel features.

• Exponential:

f(x|µ) = 1
µ
e

−x
µ , µ > 0. (B.1)

Parameter description:

– µ (mean).

• Gamma:

f(x|a, b) = 1
baΓ(a)x

a−1e
−x
b , x > 0. (B.2)

Parameters description:

– a (shape parameter).

– b (shape parameter).

• Inverse Gaussian:

f(x|µ, λ) =
√

λ

2π2x3 exp
{
− λ

2µ2x
(x− µ)2

}
, x > 0. (B.3)

Parameters description:

– µ (shape parameter).

– λ (shape parameter).

• Logistic:

f(x|µ, σ) =
exp

{
x−µ
σ

}
σ
(
1 + exp

{
x−µ
σ

})2 , −∞ < x <∞. (B.4)

Parameters description:

– µ (mean).

– σ (scale parameter).

• Log-logistic:

f(x|µ, σ) = 1
σ

1
x

ez

(1 + ez)2 , x ≥ 0, (B.5)

where z = log(x)−µ
σ

.

Parameters description:
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– µ (log mean).

– σ (log scale parameter).

• Log-normal:

f(x|µ, σ) = 1
xσ
√

2π
exp

{
−(ln x− µ)2

2σ2

}
, x > 0. (B.6)

Parameters description:

– µ (mean).

– σ (log standard deviation).

• Nakagami:

f(x|µ, ω) = 2
(
µµ

ω

) 1
Γ(µ)x

2µ−1 exp
{−µ
ω
x2
}
, x > 0, (B.7)

where Γ(.) is the Gamma function.

Parameters description:

– µ (shape parameter).

– ω (scale parameter).

• Normal:

f(x|µ, σ) = 1
σ
√

2π
e

−(x−µ)2

2σ2 , −∞ < x <∞. (B.8)

Parameters description:

– µ (mean).

– σ (standard deviation).

• Rayleigh:

f(x|b) = x

b2 exp
{
−x2

2b2

}
, x ≥ 0. (B.9)

Parameter description:

– b (defining parameter).

• Rician:

f(x|s, σ) = I0

(
xs

σ2

)(
x

σ2

)
exp

{
−x

2 + s2

2σ2

}
, x ≥ 0, (B.10)

where I0 if the zero-order modified Bessel function of the first kind.

Parameters description:
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– s (noncentrality parameter).

– σ (scale parameter).

• Skew-normal:

f(x|γ, µ, σ) = 2φ(x)Φ(γx), −∞ < x <∞, (B.11)

where φ(.) and Φ(.) denotes the probability density function (PDF) and the CDF of
the standard Normal statistical distribution in which the pdf is denoted by f(x|µ, σ).

Parameters description:

– γ (shape parameter).

– µ (mean).

– σ (standard deviation).

• t-Student:

f(x|µ, σ, ν) =
Γ
(
ν+1

2

)
σ
√
νπΓ

(
ν
2

)
ν +

(
x−µ
σ

)2

ν


−( ν+1

2 )
, −∞ < x <∞. (B.12)

Parameters description:

– µ (location parameter).

– σ (scale parameter).

– ν (shape parameter).

• Weibull:

f(x|A,B) = B

A

(
x

A

)B−1
exp

{
−
(
x

A

)B}
, x ≥ 0. (B.13)

Parameters description:

– A (scale parameter).

– B (shape parameter).
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APPENDIX C – MLE Results for PLC Channel Features

This appendix summarizes the results of the log-likelihood, AIC, BIC and EDC
for several statistical distributions when applied to model ACA, CB, RMS-DS and CT
estimated from the measured Brazilian in-door PLC channels.
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APPENDIX D – MLE Results for Hybrid PLC-wireless Channel Features

This appendix summarizes the results of the log-likelihood, AIC, BIC and EDC
for several statistical distributions when applied to model ACA, CB, RMS-DS and CT
estimated from the measured Brazilian in-door hybrid PLC-wireless channels.
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