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“Divide each difficulty into as many parts as is feasible and necessary to resolve it.”

(RENÉ DESCARTES)

“Then integrate them in their entirety. Only in this way you will have a full

understanding of the process.”

(AUTHOR UNKNOWN)



ABSTRACT

This thesis presents new fuzzy models applied to classification problems. With this re-

gards, we introduce the use of set-membership concept, derived from the adaptive filter

theory, into the training procedure of type-1 and singleton/non-singleton fuzzy logic sys-

tems, in order to reduce computational complexity and to increase convergence speed.

Also, we present different criteria for using together with set-membership. Furthermore,

we discuss the usefulness of delta rule delta, local Lipschitz estimation, variable step size

and variable step size adaptive algorithms to yield additional improvement in terms of

computational complexity reduction and convergence speed. Another important contri-

bution of this thesis is to address the height type-reduction and to propose a modified

version of interval singleton type-2 fuzzy logic system, so−called upper and lower sin-

gleton type-2 fuzzy logic system. The obtained results are compared with other models

reported in the literature, demonstrating the effectiveness of the proposed classifiers and

revealing that the proposals are able to properly handle with uncertainties associated with

the measurements and with the data that are used to tune the parameters of the model.

Based on data set provided by a Brazilian railway company, the models outlined above are

applied in the classification of three possible faults and the normal condition of the switch

machine, which is an equipment used for handling railroad switches. Finally, this thesis

discusses the use of set-membership concept into the training procedure of an interval

and singleton type-2 fuzzy logic system and of an upper and lower singleton type-2 fuzzy

logic system, aiming to reduce computational complexity and to increase the convergence

speed and the classification ratio. Also, we discuss the adoption of different criteria to-

gether with set-membership based-techniques. The performance is based on the data set

composed of images provided by the same Brazilian railway company, which covers the

four possible rail head defects and the normal condition of the rail head. The reported re-

sults show that the proposed models result in improved convergence speed, slightly higher

classification ratio and remarkable computation complexity reduction when we limit the

number of epochs for training, which may be required due to real time constraint or low

computational resource availability.

Key-words: type-2 fuzzy logic systems, adaptive algorithms, classification, railway
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1 INTRODUCTION

Recently, in part due to environmental issues and also because of congestion on

the roads, the utilization of railways has been increasing all around the world. The safe

and reliable operation of trains is, therefore, becoming ever more important. To achieve

this objective, most of the actuators in railways are designed to be redundant; when one

of the actuators fails, the railway can still maintain its function using another actuator.

Although many actuators in railways are designed in this way, there are some that cannot

be designed to be redundant because of their inherent structural and mechanical nature.

One of them is the switch machine.

The switch machine is the actuator that drives the switch blade from one position

to the opposite position in order to offer different routes to trains. Failure in the actuator

has a significant effect on train operations. If this failure occurs, it leads to a less reliable

service and causes discredit to the railway company. It can also lead to more disastrous

consequences. In 2002 a train derailment accident caused by poor maintenance of a

switch machine occurred near Potters Bar railway station in the UK, killing seven people,

as shown in Figure 1. As a result, the railway infrastructure company paid several million

GBP as compensation to victims and their relatives. It is, therefore, important for all

infrastructure companies to minimize the occurrence of failures in switch machine [1–3].

(a)

(b)

Figure 1: (a) An example of switch machine; (b) Train derailment near Potters Bar
railway station.
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Among all possible faults that can occur in an electromechanical switch machine,

the three main ones are the lack of lubrication, lack of adjustment and malfunction of a

component. The model developed in this work is able to identify those faults by monito-

ring the current of the switch machine motor. The proposal makes it possible to reduce

the impact on trains operation and on preventive maintenance since interventions shall

be carried out only when deviations are observed in the equipment [4].

The reliability of rail tracks needs is another important task to be paid more

attention than before [5]. Rail inspection is an important task in railway maintenance.

The speed and loads of trains have been increasing greatly in recent years, and these

factors inevitably raise the risk of producing rail defects, as shown in Figure 2. For

the safe operation of railway systems, the quality of rails must be closely and frequently

monitored [6].

Figure 2: A typical rail head defect.

Railways are one of the prime modes of transportation and rail failures may cause

a train to derail. Detecting defects of rail track before they cause an accident will im-

prove the safety and reliability of rail transportation. On the other hand, with the rapid

growth of high-speed railway, visual check which is done by human operators is no longer

appropriate to perform rail defect detection task because of its low efficiency and check

errors. Efforts on developing automatic and effective machine based intelligent defect

classification techniques should be extensively investigated.

Rail inspection is the practice of examining rail tracks for defects that could lead to

catastrophic accidents. According to the United States Federal Railroad Administration

Office of Safety Analysis (http://safetydata.fra.dot.gov/), rail defects are the second

leading cause of accidents on railways in the United States. Every year, North American

railroads spend millions of dollars to inspect the rails. The model developed in this work

is able to classify the main types of rail head defects that are commonly studied due to

its severity and occurrence: cracking, flaking, head-check and spalling.

http://safetydata.fra.dot.gov/
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The proposed model responsible for classifying the type of fault in a switch machine

or classify rail head defects shall assist to:

• reduce the number of unproductive hours in maintenance, due to the knowledge of

failures or defect before moving the maintenance team to the field;

• reduce the number of recurrent preventive interventions;

• increase productivity of rail operations, given the reduction in frequency and time

of operational maintenance;

• reduce the time stopped train (TST) index through the increase of the mean time

between failures (MTBF) [7, 8].

Considering everything discussed so far, the Section 1.1 presents the objectives of

this work and Section 1.2 addresses how this work is organized.

1.1 OBJECTIVES

The objectives of this work are listed as follows:

• To investigate the concept of set-membership (SM) [9–13], derived from adaptive

filter theory [14], and combine it with delta rule delta (DRD) [10, 15–18], local

Lipschitz estimation (LLE) [10,17–21], Variable Step Size (VS) [22–24] and Variable

Step Size Adaptive algorithms (VSA) [25], in order to reduce the computational

complexity and to increase the convergence speed during the training phase of a

type-1 singleton/non-singleton fuzzy logic system (FLS) trained by Steepest Descent

method.

• To discuss two FLS-based classifiers. The first one is based on a new approach,

called upper and lower type-2 fuzzy logic system (ULST2-FLS). The second one

it is based on interval singleton type-2 fuzzy logic system (IST2-FLS), discussed in

[26–29].

• To apply the concept of SM with IST2-FLS and ULST2-FLS, together with DRD,

LLE, VS and VSA to come up with additional computational complexity savings

during the training phase.

1.2 WORK ORGANIZATION

This work is organized as follows:
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• Chapter 2 introduces the use of SM concept into the training procedure of type-1 and

singleton/non-singleton fuzzy logic system (FLS), in order to reduce computational

complexity and to increase convergence speed during the classification of faults in

a switch machine.

• Chapter 3 address two FLS-based classifiers for fault classification in a switch ma-

chine. The first one is based on a new approach, called ULST2-FLS, reducing the

complexity of the training phase. The second one is based on IST2-FLS.

• Chapter 4 focuses on the classification of rail head defects, through images acquired

by a rail inspection vehicle. With this regards, we discuss the use of SM concept

into the training procedure of an IST2-FLS and ULST2-FLS, aiming to reduce com-

putational complexity and to increase the convergence speed and the classification

ratio.

• Chapter 5 presents the main conclusions of this thesis.
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2 SET-MEMBERSHIP TYPE-1 FUZZY LOGIC SYSTEM APPLIED TO

FAULT CLASSIFICATION IN A SWITCH MACHINE

A railroad switch is an electromechanical equipment that guides railway trains from

one track to another, such as at a railway junction, while a switch machine is an equipment

used for handling railroad switches. The increase of Brazilian railroad sector, which results

in more use of switch machines, is an important problem to deal with, because real time

operation, monitoring, and diagnosis of switch machine is of vital importance, especially

with respect to predictive maintenance to avoid accidents and losses [4, 30].

Recently, there has been increased interest among both transportation resear-

chers and practitioners in exploiting the feasibility of applying computational intelligence

paradigms to address critical problems in order to improve the efficiency, safety, and

environmental-compatibility of transportation systems [31–33].

Research on switch machines has been in evidence in recent years, since they

are important equipments that must be constantly monitored to avoid accidents. For

example, [34] describes a strategy and a technical architecture for prognosis and health

management (PHM) of a switch machine. Feature extraction techniques and principal

component analysis (PCA) have been used in the assessment of the machines’ health.

[35] makes use of a support vector machine (SVM) in an online switch machine condition

monitoring system based on current measurements to detect faults at their earliest stage

or even before they occur. In [3], wavelet transform together with SVM showed that

electrical active power can be a parameter for condition monitoring of switch machines.

Moreover, [36] applies expert system for fault identification in a switch machine, when the

failure modes are not easily separable. In addition, [37] addresses a technique for detecting

gradual failure in a switch machine, in which a Kalman filter was applied for pre-processing

signal signature. Other works such as [38] and [39] present alternative techniques related

to unsupervised and semi-supervised fault detection and identification in industrial plants

based on the analysis of the control and error signals. Among all possible faults that can

occur in a switch machine, the three main ones are lack of lubrication, lack of adjustment

and malfunction of a component.

A common aspect of all previous works (see references [34]-[39]) is the focus on

the detection of the existence of a fault, and not on classify different types of faults, such

as those contemplated in this work. It is important to emphasize that the classification

of specific types of faults (lack of lubrication, lack of adjustment and malfunction of a

component) and the normal condition by monitoring the motor current of switch machine

in the railroad is novel and it was first time introduced in the literature by the authors

in [30] and [4].

Combinations of feature extraction technique based on higher-order statistics [40],
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[41], feature selection technique based on Fisher’s discriminant ratio [40], and three clas-

sifiers (Bayes theory [42], multilayer perceptron neural network (MLP) neural network

[43], and type-1 and singleton fuzzy logic system (FLS) [28,30]) showed performance im-

provement when applied to a data set composed of measured current signals. Later, [4],

using the same data set, showed that the type-1 and singleton FLS trained by the conju-

gate gradient method can offer higher convergence speed and classification ratio than the

steepest descent method.

This paper addresses the computational complexity reduction during the training

phase of type-1 and singleton/non-singleton FLS as well as their performances to handle

the classification problem. The proposal is capable of classifying those faults by monito-

ring the motor current of the switch machine.

The main contributions of this Chapter are summarized as follows:

• We introduce the concept of set-membership (SM) [9–13] derived from adaptive fil-

ter theory [14], and combine it with type-1 FLS trained by steepest descent method,

in order to reduce the computational complexity and to increase the convergence

speed during the training phase. Due to the decrease in computational comple-

xity, we emphasize that the adoption of SM combined with FLS demands low-cost

(low-speed) processors, which is something very important to come up with green

technologies for railroad sector.

• We combine SM and FLS together with delta rule delta (DRD) [10, 15–18], local

Lipschitz estimation (LLE) [10, 17–21] variable step size (VS) [22–24] and variable

step size adaptive (VSA) [25] to come up with additional increase in the convergence

speed during the training.

• We present performance analyzes in terms of classification ratio, convergence speed,

and computational complexity reduction by using a data set constituted by a me-

asured signal from switch machine. After that, we show a comparative analysis

of the proposed models based on previous techniques (Bayes theory, MLP neural

network, and type-1 and singleton FLS trained by steepest descent method, type-1

and singleton FLS trained by the conjugate gradient method).

Our major conclusions are as follows:

• Numerical results show that the type-1 and singleton/non-singleton FLS trained by

the proposals converges faster than those previously discussed in [30] and [4].

• The SM concept combined with DRD, LLE, VS and VSA strongly contributed

to reducing computational complexity during the training phase of type-1 and
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singleton/non-singleton, under a limited number of epochs. They reached percen-

tages of computational complexity reduction of 96.3% and 93.6% for type-1 and

singleton and non-singleton FLS, respectively;

• Classification ratio yielded by the proposals are higher than those obtained with

the previous techniques (Bayes, multilayer perceptron neural network, type-1 and

singleton FLS trained by steepest descent method and type-1 and singleton FLS

trained by conjugate gradient method).

The rest of the Chapter is organized as follows: Section 2.1 deals with the problem

formulation. Section 2.2 aims to discuss the concept of SM combined with FLS. Section

2.3 discusses the results of computer simulations. Section 2.4 states the main conclusions

regarding this Chapter.

2.1 PROBLEM FORMULATION

The switch machine is the actuator that drives the switch blade from one position

to the opposite position in order to offer different routes to trains. Failure in the actuator

has a significant effect on train operations. Britain’s railway infrastructure operator,

Network Rail (https://www.networkrail.co.uk/), was responsible for approximately

14 million minutes of train delay in 2002-2003, costing approximately 560 million GBP

[44,45]. Switch machine is the main component of railway infrastructure that affects the

availability of the system [46]. For example in England, 3.4 million GBP is spent every year

for the maintenance of switch machines for 1000 km of railways [44,46]. Consequently, the

classification of failures in these types of equipment is critical for managing and monitoring

railway operational conditions. Therefore, the investigation of pattern recognition-based

technique, which is capable of automatically identifying failures in switch machines, is of

great importance to introduce new generations of solutions to increase system reliability.

The classification of faults in switch machines is one key purpose to assist the rail-

road company in verifying the conditions of this equipment. It is a part of a multi-years

project that has the objective of introducing this functionality in 100 of 624 switch ma-

chines belonging to the company in the Brazilian railway sector, named MRS Logística

S.A. (https://www.mrs.com.br/). The proposed model makes it possible to reduce the

impact on trains operation and on preventive maintenance since interventions shall be

carried out only when deviations are observed in the equipment. According to [46], the

classification of faults, together with a solution that includes the application of advanced

electronics, sensors and communications technology can be used to develop a new appro-

ach to switch machine monitoring that can increase reliability while, at the same time,

reducing recurrent costs.

https://www.networkrail.co.uk/
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Let r ∈ RN×1 a vector constituted by a sample signal of the motor current of the

switch machine. Figure 3 shows the paradigm used for the classification of events. In

the block “Feature Extraction”, pl, pa, pc and pn refer respectively to lack of lubrication,

lack of adjustment, malfunction of a component and normal operation feature vectors.

The block “Feature Selection” provides selected features Kpl, Kpa, Kpc and Kpn vectors

(with remarkable dimensionality reduction) from pl, pa, pc and pn, respectively. The

block “Classification” applies one of the classification techniques discussed in this work to

obtain the output vector s, thereby identifying the type of fault. We use four independent

classifiers, one for each possible event.

Feature

Extraction

Classification

Classification

Classification

Classification

Feature

Selection

Feature

Selection

Feature

Selection

Feature

Selection

r

pl

pa

pc

pn

Kpl

Kpa

Kpc

Kpn

s

Figure 3: Block diagram of the scheme for classification of events.

The classification of events in the vector r can be formulated as a simple decision

between hypotheses related to the occurrence of the events covered in this work, as shown

below:
Hr,0 : r = rlub,

Hr,1 : r = radj ,

Hr,2 : r = rcomp,

Hr,3 : r = rnorm.

(2.1)

in which rlub, radj , rcomp and rnorm denotes the lubrication, adjustment, component and

normal operation events, respectively.

Regarding monitoring and diagnosis, several works discussed and analyzed the per-

formance of techniques for classifying typical faults that can occur in a switch machine.

The drawback associated with former techniques is the high computational complexity

for training. Considering a limited number of epochs, the training with reduced compu-

tational complexity, high accuracy, and high convergence speed consists of a hard task.

The hardness is associated with the limited hardware resources is worse and real-time

constraint.
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Four independent classifiers are developed, one for each possible event, since mul-

tiple events can occur simultaneously. The characteristics of each block in Fig. 3 will be

presented in the following sections.

2.1.1 Feature extraction based on higher-order statistics

Some contributions as [40], related to problems of detection, classification and iden-

tification of disturbances in electrical systems, have reported significant results obtained

through the use of higher-order statistics (HOS). This is because HOS-based techniques

are better suited to non-Gaussian processes and nonlinear systems when compared to

those that employ second-order statistics.

Given a stationary random process {z[n]}, such that E {z[n]} = 0, the cumulants

of the second, third and fourth order can be computed as [41]:

c2,z[i] = E {z[n]z[n + i]} , (2.2)

c3,z[i] = E
{
z[n]z2[n+ i]

}
, (2.3)

and

c4,z[i] = E
{
z[n]z3[n+ i]

}
− 3c2,z[i]c2,z[0], (2.4)

where E{·} denotes the expected value operator and i is the ith lag.

Assuming that {z[n]} is an L-length random process, then equations (2.2) - (2.4)

can be stochastically approximated by the following expressions

ĉ2,z[i] ∼=
2
L

L/2−1∑

n=0

z[n]z[n + i], (2.5)

ĉ3,z[i] ∼=
2
L

L/2−1∑

n=0

z[n]z2[n+ i], (2.6)

and

ĉ4,z[i] ∼=
2
L

L/2−1∑

n=0

z[n]z3[n+ i] −

−
12
L2

L/2−1∑

n=0

z[n]z[n + i]
L/2−1∑

n=0

z2[n], (2.7)

where i = 0, 1, ..., L/2 − 1.

An alternative approach would be [47]:

c̃2,z[i] ∼=
1
L

L−1∑

n=0

z[n]z [mod(n+ i, L)] (2.8)
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c̃3,z[i] ∼=
1
L

L−1∑

n=0

z[n]z2 [mod(n+ i, L)] (2.9)

and

c̃4,z[i] ∼=
1
L

L−1∑

n=0

z[n]z3 [mod(n+ i, L)]

−
3
L2

L−1∑

n=0

z[n]z [mod(n + i, L)]
L−1∑

n=0

z2[n], (2.10)

where i = 0, 1, ..., L− 1 and mod(·) is the modulus operator.

Thus, for each s it is possible to obtain a feature vector given by

pH = [ĉ T
2,z c̃ T

2,z ĉ
T

3,z c̃ T
3,z ĉ

T
4,z c̃ T

4,z]T , H = 0, 1, (2.11)

where H = 0 is the class without disturbance, whereas H = 1 is a class with disturbance,

ĉ2,z = [ĉ2,z(0), · · · ,

ĉ2,z(L/2 − 1)]T , c̃2,z = [c̃2,z(0), · · · , c̃2,z(L− 1)]T , ĉ3,z = [ĉ3,z(0), · · · , ĉ3,z(L/2 − 1)]T , c̃3,z =

[c̃3,z(0), · · · , c̃3,z(L−1)]T , ĉ4,z = [ĉ4,z(0), · · · , ĉ4,z(L/2−1)]T and c̃4,z = [c̃4,z(0), · · · , c̃4,z(L−

1)]T .

2.1.2 Feature selection based on Fisher’s discriminant ratio

Recent works, such as [40], have used Fisher’s discriminant ratio (FDR) for feature

selection, since it is simple and provides satisfactory results. In this methodology, Kp

features are selected in order to build the vector pH with length 9L
2

, due to ĉ2,z, ĉ3,z

and ĉ4,z having length L/2 and c̃2,z, c̃3,z, c̃4,z having length L. This makes the classifier

complexity quite low. This pre-processing step is always executed before the classification

stage. For a problem involving only two distinct classes associated with vectors with

elements normally distributed and uncorrelated, it is defined as [42]:

FF DR = Λµ0,µ1Λ−1
σ , (2.12)

where Λσ = diag{σ2
0,0 +σ2

1,0, σ
2
0,1 +σ2

1,1, . . . , σ
2
0, 9L

2
−1

+σ2
1, 9L

2
−1

} is a diagonal matrix formed

by the vector covariance associated with each class, and Λµ0,µ1 = diag{(µ0,0−µ1,0)2, (µ0,1−

µ1,1)2, . . . , (µ0, 9L
2

−1 −µ1, 9L
2

−1)2} is the diagonal matrix composed by their average vectors.

Note that vF DR ∈ R
9L
2

×1 is a vector of elements from the main diagonal of FF DR,

such that vF DR(0) ≥ vF DR(1) ≥ . . . ≥ vF DR(9L
2

− 1). The Kp selected features, corres-

ponding to the Kp first elements of the vector vF DR, will form vectors Kpl, Kpa, Kpc or

Kpn.

2.1.3 Classifiers

The classifiers used in this work are based on type-1 and singleton FLS and type-1

and non-singleton FLS. We followed [28][30] and [4] to implement the former FLS. Next

section develops the latter FLS.
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2.2 ADAPTING THE CONCEPT OF SET-MEMBERSHIP FOR FLS

Considering non-singleton fuzzification, max-product composition, product impli-

cation, height defuzzifier and gaussian membership functions, the output of a type-1 and

non-singleton FLS is [28]

fns(x) =
∑M

l=1
θlφl(x), (2.13)

where φl(x) is called fuzzy basis function (FBF) [28] and is given by

φl(x) =

∏p
k=1 exp


−1

2

(
x

(q)
k

−m
F l

k

)2

σ2

F l
k

+σ2
X




∑M
l=1



∏p

k=1 exp


−1

2

(
x

(q)
k

−m
F l

k

)2

σ2

F l
k

+σ2
X







, (2.14)

where x ∈ RKp is the vector constituted by Kp elements,
∏

denotes the product operator,

mF l
k

and σF l
k

are the mean and standard deviation associated to the k-th input feature

of the l-th rule. θl is the weight associated with the l-th rule, l = 1, . . . ,M . σX is the

standard deviation associated to each input membership function. The subscript “ns” in

fns(x) informs that this is a non-singleton FLS.

Consider a set of input-output pairs (x(q) : y(q)), where q denotes the qth iteration.

To obtain the suitable parameters of fns(x) for our classification problem, the task is to

minimize the following cost function [28]:

J(w(q)) =
1
2

[
fns(x(q)) − y(q)

]2
. (2.15)

By applying steepest descent method, we obtain

mF l
k
(q + 1) = mF l

k
(q) − α

[
fns(x(q)) − y(i)

]
×

[
θl (q) − fns(x(q))

] [ x
(q)
k

−m
F l

k

(q)

σ2
X

(q)+σ2

F l
k

(q)

]
φl(x(q)),

(2.16)

θl(q + 1) = θl(q) − α
[
fns(x(q)) − y(q)

]
φl(x(q)), (2.17)

σF l
k
(q + 1) = σF l

k
(q) − α

[
fns(x(q)) − y(q)

]
×

[
θl (q) − fns(x(q))

]
σF l

i
(q)

[
x

(q)
k

−m
F l

k

(q)

σ2
X

(q)+σ2

F l
k

(i)

]2

φl(x(q)),
(2.18)

and
σX(q + 1) = σX(q) − α

[
fns(x(q)) − y(q)

]
×

[
θl (q) − fns(x(q))

]
σX(q)

[
x

(q)
k

−m
F l

k

(q)

σ2
X

(q)+σ2

F l
k

(q)

]2

φl(x(q)).
(2.19)
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Note that α ∈ R|0 < α < 1 is the step size value used to update parameters of the type-1

and non-singleton FLS.

From (2.15), we know that

w(q) =
[
mF 1

1
(q), . . . , mF 1

p
(q), . . . , mF M

1
(q), . . . , mF M

p
(q),

σF 1
1
(q), . . . , σF 1

p
(q), . . . , σF M

1
(q), . . . , σF M

p
(q),

θ1(q), . . . , θM(q), σX(q)]T
(2.20)

and
∇J(w(q)) =[
∇m

F 1
1

(q)J(w(q)), . . . ,∇m
F 1

P

(q)J(w(q)), . . . ,

∇m
F M

1
(q)J(w(q)), . . . ,∇m

F M
P

(q)J(w(q)),

∇σ
F 1

1
(q)J(w(q)), . . . ,∇σ

F 1
P

(q)J(w(q)), . . . ,

∇σ
F M

1
(q)J(w(q)), . . . ,∇σ

F M
P

(q)J(w(q)),

∇θ1(q)J(w(q)), . . . ,∇θM (q)J(w(q)),∇σX(q)J(w(q)
]T
,

(2.21)

denote, respectively, the parameters vector and the gradient vector of a type-1 and non-

singleton FLS.

The first-order derivative of J(w(q)) with regard to parameters mF l
k
(q), σF l

k
(q),

θl(q) and σX(q) are
∇m

F l
k

(q)J(w(q)) =
[
fns(x(q)) − y(q)

]
×

[
θl(q) − fns(x(q))

]
φl(x(q))aF l

k
(q),

(2.22)

∇σ
F l

k

(q)J(w(q)) =
[
fns(x(q)) − y(q)

]
×

[
θl(q) − fns(x(q))

]
φl(x(q))bF l

k
(q),

(2.23)

∇θl(q)J(w(q)) =
[
fns(x(q)) − y(q)

]
φl(x(q)), (2.24)

and
∇σX(q)J(w(q)) =

[
fns(x(q)) − y(q)

]
×[

θl(q) − fns(x(q))
]
φl(x(q))cF l

k
(q).

(2.25)

Note that

aF l
k
(q) =

x
(q)
k −mF l

k
(q)

σ2
F l

k

(q) + σ2
X(q)

, (2.26)

bF l
k
(q) =

(
x

(q)
k −mF l

k
(q)
)2

(
σ2

F l
k

(q) + σ2
X(q)

)2σF l
k
(q) (2.27)

and

cF l
k
(q) =

(
x

(q)
k −mF l

k
(q)
)2

(
σ2

F l
k

(q) + σ2
X(q)

)2σX(q). (2.28)
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The equations for training type-1 and non-singleton differ from those applied to

type-1 and singleton due to the presence of σX , which model the uncertainty associated

with input.

2.2.1 The Concept of Set-Membership

The SM concept is a framework applicable to adaptive-filtering problems, as des-

cribed in [12]. By introducing this concept in the FLS, we state that the objective of the

set-membership fuzzy logic system (SMFLS) is to design w(q) such that the magnitude

of
∣∣∣e(q)

∣∣∣ =
∣∣∣fns(x(q)) − y(q)

∣∣∣ is upper bounded by a prescribed constraint γ̄ ∈ R, where | |

denotes the modulus operator.

Assuming that S denotes the set of all possible input-desired data pairs (x(1) :

y(1)), (x(2) : y(2)), ..., (x(N) : y(N)) of interest, it is possible to define ψ as the set of

all possible vectors w(q) leading to e(q), whose magnitudes are bounded by γ̄ whenever

(x(1) : y(1)), (x(2) : y(2)), ..., (x(N) : y(N)) ∈ S̄.

Let’s define H(q) as the set containing all vectors w(q) such that e(q) is upper

bounded in magnitude by γ̄. That is,

H(q) =
{
w(q) ∈ RN+1 :

∣∣∣fns(x(q)) − y(q)
∣∣∣ ≤ γ̄

}
, (2.29)

. The set H(q) is usually referred to as the constraint set. The boundaries of H(q)

are hypersurfaces. For the two-dimensional case, where the coefficient vector has two

elements, H(q) comprises the region between the curves where fns(x(q)) − y(q) = ±γ̄ as

depicted in Figure 4.

fns(x(q)) − y(q) = +γ̄

H(q)

fns(x(q)) − y(q) = −γ̄

Figure 4: Constraint set in w(q) in a two-dimension.

Since for each data pair, there is an associated constraint set, the intersection of

the constraint sets over all the available iteration is called the exact membership set ψ(q),
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formally expressed by

ψ(q) =
N
∩

q=1
H(q), (2.30)

in which ∩ denotes intersection operator.

The set ψ(q) represents a specific area in the parameter space whose location is

the main purpose to be accomplished.

For a set of data pairs including substantial innovation, the specific region in

w(q), ψ(q), should become small. This property usually occurs after a large number of

iterations, when most likely ψ(q) = ψ(q − 1), since ψ(q) = ψ(q − 1) is entirely contained

in the constraint set H(q) as depicted in Figure 5. In this case, the parameters of SMFLS

do not need updating because the current membership set is totally inside the constraint

set H(q).

fns(x(q)) − y(q) = +γ̄

H(q)

fns(x(q)) − y(q) = −γ̄

ψ(q − 1)

Figure 5: Exact membership set, ψ(q−1), contained in the constraint set, ψ(q−1) ⊂ H(q).

The selective updating of the SMFLS brings about opportunities for computational

complexity reductions, so crucial in engineering applications such as Big Data and periodic

training phase to include new signatures. It is worth stating that in the early iterations it is

highly possible that the constraint set reduces the size of the membership-set hypersurface

as illustrates in Figure 6. In this case, the exact membership set ψ(q − 1) is not part of

H(q).

The key idea of the SMFLS is to perform a test to verify if w(q) lies outside the

constraint set H(q), i.e.,
∣∣∣fns(x(q)) − y(q)

∣∣∣ > γ̄, if we consider the type-1 and singleton

FLS. If the modulus of the error signal is greater than the specified bound, the vector

w(q+1) will be updated to the closest boundary of H(q). The update of w(q) is based

on an orthogonal projection onto the closest boundary of H(q). Figure 7 illustrates the

updating procedure of the SMFLS.



28

fns(x(q)) − y(q) = +γ̄

H(q)

fns(x(q)) − y(q) = −γ̄
ψ(q − 1)

Figure 6: Exact membership set ψ(q − 1) not contained in the constraint set ψ(q − 1) 6⊆
H(q).

fns(x(q)) − y(q) = +γ̄

H(q)

fns(x(q)) − y(q) = −γ̄

w(q)

w(q+1)

Figure 7: Parameters vector updating for the SMFLS algorithm.

Following [12], the SMFLS consists in the adoption of variable step size µe(q),

given by

µe(q) =





1 − γ̄

|e(q)|
, if

∣∣∣e(q)
∣∣∣ > γ̄

0, otherwise.
(2.31)

Even through µe(q) has been successfully employed in adaptive filtering, we point out

that there are other criteria to substitute (2.31). Few of them are suggested as follows:

µMSE(q + 1) =



1 − γ̄
N∑

q=1

1
N [fns(x(q))−y(q)]2

, if
N∑

q=1

1
N

[
fns(x(q)) − y(q)

]2
> γ̄

0, otherwise

,
(2.32)
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µl2(q + 1) =



1 − γ̄

‖∇J(w(q))‖
2 , if

∥∥∥∇J(w(q))
∥∥∥

2
> γ̄

0, otherwise
,

(2.33)

µmax∇
(q + 1) =




1 − γ̄

max
i

‖(∇J(w(q))‖
, if max

i

∥∥∥(∇J(w(q))
∥∥∥ > γ̄

0, otherwise

(2.34)

We adopt the changes proposed in (2.32)-(2.34) in an attempt to achieve higher compu-

tational complexity reductions. The mean squared error (MSE) gives more importance

on large values of errors than small ones, because the final result of
[
fns(x(q)) − y(q)

]
is

squared. Additionally, (2.32) emphasizes outliers that are inconsistent with the mean of

data set. In (2.33), the use of
∥∥∥∇J(w(q))

∥∥∥
2

implies that the energy of the gradient vector

controls the step size, which is an interesting approach to be taken into account. Finally,

the criterion based on max
i

∥∥∥(∇J(w(q))
∥∥∥ > γ̄, where i denotes the i-th element of vector

∇J(w(q)), in (2.34), establish that the choice by the highest absolute value of a element

of ∇J(w(q)) can control the update rule. It is a more sensitive approach than that one

based on the energy, see (2.33).

To facilitate the understanding, acronyms are adopted. Thus, we have the fol-

lowing situations: SMFLS refers to (2.31); MSE SMFLS refers to (2.32);
∥∥∥∇J(w(q))

∥∥∥
2

SMFLS indicates (2.33) and max(∇J(w(q)) SMFLS specifies (2.34).

2.2.2 Variable Step Size Adaptive Techniques with Set-Membership

The variable step size techniques considered here use a distinct step size for upda-

ting each parameter of the SMFLS. The first technique, discussed in [22] and referred to

as the variable step size (VS), increases the step size by multiplying the current value of

step size by a factor αV S, or decreases the current value of step size by dividing it by αV S

as expressed by

µV S(q + 1) =


µV S(q) × αV S, if

∣∣∣e(q)
∣∣∣ > γ̄

µV S(q)/αV S, otherwise
.

(2.35)

We adopt the acronym VS SMFLS for this technique.

The second technique, a modified version of VS SMFLS, consists in not updating
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the step size when
∣∣∣e(q)

∣∣∣ ≤ γ̄. In other words,

µMV S(q + 1) =


µMV S(q) × αV S, if

∣∣∣e(q)
∣∣∣ > γ̄

0, otherwise
.

(2.36)

For (2.36), we apply the abbreviation MVS SMFLS to mean the modified VS SMFLS.

The VSA technique [25] adapts the step size by adding or subtracting a constant

value. The use of SM together with VSA was named VSA SMFLS. The update of step

size is given by

µV SA(q + 1) =


µV SA(q) + αV SA, if

∣∣∣e(q)
∣∣∣ > γ̄

µV SA(q) − αV SA, otherwise

(2.37)

A modified version of VSA SMFLS, called MVSA SMFLS, applies the following

rule:

µMV SA(q + 1) =


µMV SA(q) + αV SA, if

∣∣∣e(q)
∣∣∣ > γ̄

0, otherwise

(2.38)

The main idea behind the MVS SMFLS and the MVSA SMFLS is to provide

a decrease in the computational complexity and to maintain the same accuracy by not

updating the step size when
∣∣∣e(q)

∣∣∣ > γ̄. We adopt (2.35)-(2.38) because they are compara-

tively easier to implement than the previous approaches which are applied to update the

parameters of SMFLS.

Finally, the algorithm in Figure 8 portrays the training of a type-1 and non-

singleton FLS when the SMFLS is applied. If we want to use another SMFLS, the

updating rule must be replaced. The similar algorithm applies to type-1 and singleton

FLS, as discussed in [4].
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Input

M : Number of rules of the type-1 and non-singleton FLS;
p: Number of parameters of the type-1 and non-singleton FLS;
µ: Step size;
nn: Number of epochs;
nnmax: Maximum number of epochs;
N : Number of samples;
Output

performance: Performance of SMFLS ;
begin

while nnmax > nn do

for q = 1 to N do

for l = 1 to M do

for k = 1 to p do
To evaluate equation (2.13)

end

end

if y(x(q)) > 0 then

y(q) = 1
else

y(q) = −1
end

To evaluate equation (2.20)
if type=µe(q) then

To evaluate equation (2.31)
if
∣∣e(q)

∣∣ > γ̄ then

µe(q) = 1 − γ̄

|e(q)|
else

µe(q) = 0
end

w(q+1) = w(q) − µe(q)∇J(w(q))
end

To update mF l
k
(q), σF l

k
(q), θl(q) and σX(q) from w(q+1)

end

performance (%) = (type, nn) = 100 × (find (yd − y) == 0)/N

end

end

Figure 8: Training algorithm for type-1 and non-singleton SMFLS.

2.3 EXPERIMENTAL RESULTS

Performance analyses discussed in this section made use of measured data set

provided by MRS Logística S.A.. This data set is representative to illustrate the com-

plexity of the problem of classification of events and provide an excellent interpretation

of the trouble by the maintenance team, thus not requiring the continuous update of the

proposed model.

The data set consists of current signals [A] against time sampled through four

channels of an industrial data acquisition board. The sampling rate was of 100Hz in

a period of 2 seconds. Once the FLS has been trained and the switch machines are

functional, the acquired current signals [A] are sent to the server where the proposed
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model is operating in real-time in order to classify the faults discussed in this paper.

The acquired signals fall within the following four classes: lack of lubrication, lack of

adjustment, malfunction of a component and normal operation. The adopted equipment

is the Alstom’s P80 Switch Machine. The measured data set was originated through a

measurement campaign in various switch machines considering several aspects (availability

of the equipment, the complexity of the operation, favorable weather conditions, etc.).

Initially, there were 27 measures of the current signal for the lack of lubrication, 16 for

the lack of adjustment, 74 for the malfunction of a component and 1376 for the normal

operation, respectively. We added copies of instances from the under-represented classes

in order to create a balanced data set. Thus, there are 1,376 measures of the current

signal for each of the four classes. The specialists from MRS Logística S.A., through their

prior experiences and numerical results showed that such amount of data is enough to

design a classification technique for the given problem. We show samples of such signals

in Figure 9.
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Figure 9: Typical signal waveform for the four classes.

Following the block diagram of the classification technique depicted in Figure 3, we

adopted techniques for Feature Extraction and Feature Selection described in [30] and [4],

since they provided promising results in this application. Basically, the feature extraction

is based on higher-order statistics [40], [41] while feature selection is based on Fisher’s

discriminant ratio (FDR) [40]. Also, for comparison purpose, we implemented the type-1

and singleton/non-singleton FLS trained by local Lipschitz estimation (LLE) [18], the

delta rule delta (DRD)[10,15–18] and the combination of DRD with the variable step size

µe(q) described in equation (4.16). We named these techniques as LLE FLS, DRD FLS
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and DRD SMFLS, respectively, and compared its numerical results with those obtained

from the proposals.

The adopted step size for type-1 and singleton/non-singleton FLS trained with

the steepest descent method is α = 0.0001. Considering the SMFLS, we heuristically had

chosen γ̄ = 0.4472. For the implementation of the DRD FLS and the DRD SMFLS, we

considered αDRD = 0.00001, K1 = 0.0001, K2 = 0.99 and ρ
w

= 20. For the VS, the MVS,

the VSA and the MSVA SMFLS we used αV S = αV SA = 0.0002.

Each type-1 and singleton/non-singleton FLS is composed of four rules (M = 4),

two rules for the class that has the presence of the event and another two for the class

that does not have the presence of the event. After evaluating the performance with

Kp = 1, 2, 3, 4 and 5 features selected with FDR, we chose Kp = 3 and use them as

an input of the proposed classifiers. The performance gains in term of accuracy and

convergence speed are not relevant when Kp > 3. We have obtained the parameters of

membership functions heuristically from the calculation of means and variances of the

features vector constituted by Kp elements. Observing algorithm in Figure 8, note that

y(q) = 1 means that the vector r, constituted by a sample signal of the motor current of

the switch machine, is associated with the occurrence of the event. On the other hand,

y(q) = −1 states that the vector r is associated with the absence of the event.

Furthermore, we equally and randomly distributed the data set in training and

test sets and considered 100 epochs for the training phase.

2.3.1 Convergence Speed Analysis

Figures 10 and 11 show the convergence speed for the lubrication class and Figures

12 and 13 illustrate the convergence speed for the component class, considering the type-1

and singleton/non-singleton FLS, respectively. Although they are not presented here, the

proposed models offer similar convergence speed for the other classes of faults.

For both type-1 and singleton/non-singleton FLS, the proposal based on the MVS

SMFLS achieve higher convergence speed than the others. It is important to mention that

techniques based on the MSE SMFLS and the SMFLS returned interesting convergence

speed and we can consider them as reasonable options. All proposals presented higher

convergence speed than the training phase based on the steepest descent method.
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Figure 10: The convergence speed of the type-1 and singleton FLS for lubrication.
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Figure 11: The convergence speed of the type-1 and non-singleton FLS for lubrication.
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Figure 12: The convergence speed of the type-1 and singleton FLS for component.
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Figure 13: The convergence speed of the type-1 and non-singleton FLS for component.
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2.3.2 Computational Complexity Reduction

This Section discusses the computational complexity reduction achieved during the

training phase by the proposed models. To make this analysis, we adopted the percentage

of occurrences when µ(q) is not updated, which is expressed by

τ [%] = 100 ×
Nnup

N
, (2.39)

where Nnup is the number of data set that result in µ(q) = 0, according to the SM concept,

and N is the cardinality of the measured data set. This parameter is important because

µ(q) = 0 means that w(q+1) = w(q) and, as a consequence, no computational effort to

update w(q+1) in the qth iteration is needed.

Figures 14 and 15 show the computational complexity reduction on the hundredth

epoch for lack of adjustment class and Figures 16 and 17 follow the same information for

normal operation class, considering the type-1 and singleton/non-singleton FLS classifiers,

respectively. Similar computational complexity reductions are obtained for the other clas-

ses of faults discussed in this work. In general, for both type-1 and singleton/non-singleton

FLS, the proposal based on the MSE SMFLS had higher computational complexity re-

duction than the other proposals. It is worth mentioning that the training based on the

MVS SMFLS and the DRD SMFLS also achieved interesting values of τ [%].

Table 1 expresses the obtained values of τ [%] for type-1 and singleton FLS and

type-1 and non-singleton FLS, respectively. As a consequence, Table 2 shows the best

computational complexity reduction achieved in [%] for the type-1 and singleton/non-

singleton FLS. The efficiency η[%] is given by

η [%] =
1
Nc

Nc∑

j=1

τmax [%] , (2.40)

where τmax is the highest value of τ [%] for the jth class and Nc is the total number of

classes.

In general, we note that SMFLS based techniques have been successful, obtained

interesting results with high percentages of τ [%]. Note that type-1 and singleton FLS

achieved a computational complexity reduction of 96.3% and returns better results when

it is compared with type-1 and non-singleton FLS, which achieved 93.6%. The difference

between the achieved values is due to the fact that type-1 and non-singleton FLS does

not properly handle with uncertainties associated with the input vector.
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Figure 14: The computational complexity reduction for the lack of adjustment, when we
use the type-1 and singleton FLS.
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Figure 15: The computational complexity reduction for the lack of adjustment, when we
use the type-1 and non-singleton FLS.
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Figure 16: The computational complexity reduction for the normal operation, when we
use the type-1 and singleton FLS.
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Figure 17: The computational complexity reduction for the normal operation, when we
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39

Table 1: Computational complexity reduction of the type-1 and singleton/non-singleton
FLS.

Events Singleton FLS Non-Singleton FLS

Lack of lubrication τ [%] τ [%]

SMFLS 88.5 73.5
MSE SMFLS 97.0 90.5∥∥∇J(w(q))

∥∥2
SMFLS 67.0 24.5

max(∇J(w(q)) SMFLS 90.5 35.0
DRD SMFLS 95.5 90.5
MVS SMFLS 94.5 75.0
MVSA SMFLS 95.5 76.5

Lack of adjustment τ [%] τ [%]

SMFLS 90.5 83.0
MSE SMFLS 90.0 89.5∥∥∇J(w(q))

∥∥2
SMFLS 62.5 52.5

max(∇J(w(q)) SMFLS 78.0 61.5
DRD SMFLS 86.5 90.0
MVS SMFLS 95.5 82.5
MVSA SMFLS 89.5 86.5

Component malfunction τ [%] τ [%]

SMFLS 83.0 79.0
MSE SMFLS 90.5 87.5∥∥∇J(w(q))

∥∥2
SMFLS 78.2 80.0

max(∇J(w(q)) SMFLS 88.0 78.0
DRD SMFLS 86.0 84.5
MVS SMFLS 93.5 96.0
MVSA SMFLS 91.5 88.0

Normal Operation τ(q)[%] τ(q)[%]

SMFLS 98.5 97.0
MSE SMFLS 99.0 97.0∥∥∇J(w(q))

∥∥2
SMFLS 96.0 45.0

max(∇J(w(q)) SMFLS 97.5 46.0
DRD SMFLS 98.0 98.0
MVS SMFLS 99.0 96.0
MVSA SMFLS 99.0 96.5
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Table 2: Best computational complexity reduction achieved in [%] for the type-1 and
singleton/non-singleton FLS.

Singleton FLS
Events

τ [%] Choosen Technique
Lack of lubrication 97.0 MSE SMFLS
Lack of adjustment 95.5 MVS SMFLS
Component malfunction 93.5 MVS SMFLS
Normal Operation 99.0 MSE SMFLS, MVS SMFLS and

MVSA SMFLS

Efficiency (η) 96.3

Non-Singleton FLS
Events

τ [%] Choosen Technique
Lack of lubrication 90.5 MSE SMFLS and DRD SMFLS
Lack of adjustment 90.0 DRD SMFLS
Component malfunction 96.0 MVS SMFLS
Normal Operation 98.0 DRD SMFLS

Efficiency (η) 93.6

2.3.3 Classification Rate Analysis

Numerical results presented in Table 3 indicates the correct classification rates for

the type-1 and singleton/non-singleton FLS. Based on this Table, we see that the proposed

models can, in addition to the higher convergence speed, provide higher accuracy when

compared with the type-1 and singleton/non-singleton FLS trained by steepest descent

method. Tables 4 and 5 show, for type-1 and singleton FLS and type-1 non-singleton

FLS, respectively, which proposal provides the best performance in terms of percentage

of classification rate.

The final results for all techniques are shown in Table 6, in which we compare the

proposals with those obtained in [30] and [4]. In this case the efficiency ρ [%] is expressed

by

ρ [%] =
1
Nc

Nc∑

j=1

CRj,max [%] , (2.41)

where CRj,max is the highest classification ratio on the hundredth epoch of training, consi-

dering the jth class. According to the results, the type-1 and singleton FLS had a similar

efficiency when compared with type-1 and non-singleton FLS, with 99.6% of accuracy for

both. These results show that the proposals yield improved performance if compared with

previous techniques discussed in [30] and [4].

Still analyzing Table 6, we can note that the SMFLS is promising because it

outperformed the techniques based on Bayes theory [30], type-1 and singleton FLS trained

by steepest descent method [30], type-1 and singleton FLS trained by conjugate gradient

method (CGT1-FLS) [4]. Also, it achieves a similar performance in [%] in comparison
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with multilayer perceptron neural network[30]. However, even providing performances

greater than or equal than other techniques discussed in the literature, the proposals

based on the SMFLS offer higher convergence speed and yield computational complexity

reduction during the training phase in the order of 96.3% and 93.6%, as shown in Table

2, when type-1 and singleton/non-singleton FLS are applied, respectively.

2.4 SUMMARY

In this Chapter, we have introduced the use of the set-membership concept from

adaptive filter theory to reduce the computational complexity associated with the trai-

ning phase of the type-1 singleton/non-singleton FLS and analyzed their effectiveness to

classify typical faults in switch machine. Additionally, we outlined the set-membership

combined with the delta rule delta, the variable step size and the variable step size adap-

tive techniques to yield additional computational complexity savings.

Considering a reduced number of epochs, the numerical results obtained through

the use of measured data set showed that the type-1 and singleton/non-singleton FLS

combined with the proposals result in fast convergence rates. Additionally, these propo-

sed models can make the type-1 and singleton/non-singleton achieve classification rates

higher than those obtained with the other classifier models (Bayes, multilayer perceptron

neural network, type-1 singleton/non-singleton FLS tuned by the steepest descent method

and by the conjugate gradient method) if a limited number of epochs applies. Moreover,

the computational complexity reduction offered by the proposed models is very relevant,

since a significant savings occur when the number of epochs increases. In all analyzed

situations, which are representative for the addressed classification problem, the propo-

sed models turn out to be an attractive option due to their high efficiency in reducing

computational complexity, reaching percentages on the order of 96.3% and 93.6% for the

type- 1 singleton/non-singleton FLS, respectively.
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Table 3: Classification Rate.

Events Singleton FLS Non-Singleton FLS

Lack of lubrication Training Test Training Test

Steepest Descent 100.0 100.0 99.0 99.0
SMFLS 99.5 99.5 99.5 99.5
MSE SMFLS 100.0 100.0 100.0 100.0∥∥∇J(w(q))

∥∥2
SMFLS 100.0 100.0 99.0 99.0

max(∇J(w(q)) SMFLS 99.5 99.5 99.0 99.0
DRD FLS 99.5 99.5 99.0 99.0
DRD SMFLS 100.0 100.0 99.5 99.5
LLE FLS 100.0 100.0 99.0 99.0
VS SMFLS 99.3 99.3 99.0 99.0
MVS SMFLS 100.0 100.0 99.0 99.0
VSA SMFLS 100.0 100.0 99.0 99.0
MVSA SMFLS 100.0 100.0 99.5 99.5

Lack of adjustment Training Test Training Test

Steepest Descent 97.5 97.5 97.0 97.0
SMFLS 99.5 99.5 99.5 99.0
MSE SMFLS 98.5 98.5 99.5 99.0∥∥∇J(w(q))

∥∥2
SMFLS 98.5 98.5 99.0 98.5

max(∇J(w(q)) SMFLS 98.5 98.5 99.0 96.5
DRD FLS 98.0 98.0 94.8 98.5
DRD SMFLS 98.5 98.5 99.5 98.5
LLE FLS 97.0 97.0 96.5 98.5
VS SMFLS 94.0 94.0 97.0 98.5
MVS SMFLS 99.5 99.5 98.5 98.5
VSA SMFLS 98.5 98.5 99.0 99.0
MVSA SMFLS 98.5 98.5 99.0 99.0

Component malfunction Training Test Training Test

Steepest Descent 98.5 98.5 99.0 99.0
SMFLS 99.5 99.5 99.5 99.5
MSE SMFLS 99.5 99.5 98.5 98.5∥∥∇J(w(q))

∥∥2
SMFLS 98.5 98.5 99.5 99.5

max(∇J(w(q)) SMFLS 96.5 96.5 98.5 98.5
DRD FLS 98.5 98.5 99.5 99.5
DRD SMFLS 98.5 98.5 98.5 98.5
LLE FLS 98.5 98.5 98.5 98.5
VS SMFLS 98.5 98.5 99.5 99.5
MVS SMFLS 98.5 98.5 98.5 98.5
VSA SMFLS 99.5 99.5 99.5 99.5
MVSA SMFLS 99.5 99.5 99.5 99.5

Normal Operation Training Test Training Test

Steepest Descent 99.5 99.5 100.0 100.0
SMFLS 99.5 99.5 100.0 100.0
MSE SMFLS 99.5 99.5 100.0 100.0∥∥∇J(w(q))

∥∥2
SMFLS 99.5 99.5 100.0 100.0

max(∇J(w(q)) SMFLS 98.5 98.5 100.0 100.0
DRD FLS 97.0 97.0 98.0 98.0
DRD SMFLS 99.5 99.5 100.0 100.0
LLE FLS 99.5 99.5 100.0 100.0
VS SMFLS 99.5 99.5 100.0 100.0
MVS SMFLS 99.5 99.5 100.0 100.0
VSA SMFLS 98.5 98.5 100.0 100.0
MVSA SMFLS 99.5 99.5 100.0 100.0
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Table 4: The classification rate for the type-1 and singleton FLS.

Events Training Test Choosen Technique

Lack of lubrication 100.0 100.0 Steepest Descent, MSE SMFLS,
∥∥∇J(w(q))

∥∥2
SMFLS , DRD SMFLS,

LLE FLS, MVS SMFLS, VSA SMFLS and MVSA SMFLS
Lack of adjustment 99.5 99.5 SMFLS and MVS SMFLS
Component malfunction 99.5 99.5 SMFLS, MSE SMFLS, VSA SMFLS and MVSA SMFLS

Normal Operation 99.5 99.5 Steepest Descent, SMFLS, MSE SMFLS,
∥∥∇J(w(q))

∥∥2
SMFLS ,

max(∇J(w(q)) SMFLS , DRD SMFLS, LLE FLS, VS SMFLS,
MVS SMFLS, VSA SMFLS and MVSA SMFLS

Table 5: The classification rate for the type-1 and non-singleton FLS.

Events Training Test Choosen Technique

Lack of lubrication 100.0 100.0 MSE SMFLS
Lack of adjustment 99.5 99.0 SMFLS, MSE SMFLS, VSA SMFLS and MVSA SMFLS

Component malfunction 99.5 99.5 SMFLS,
∥∥∇J(w(q))

∥∥2
SMFLS , DRD SMFLS, VS SMFLS,

VSA SMFLS and MVSA SMFLS

Normal Operation 100.0 100.0 Steepest Descent, SMFLS, MSE SMFLS,
∥∥∇J(w(q))

∥∥2
SMFLS,

DRD SMFLS, LLE FLS, VS SMFLS, MVS SMFLS and MVSA SMFLS

Table 6: The comparative classification rate.

Events Bayes [30] MLP [30]
Steepest

CGT1-FLS [4] Singleton FLS Non-Singleton FLS
Descent [30]

Lack of lubrication 94.5 100.0 100.0 100.0 100.0 100.0
Lack of adjustment 98.0 100.0 97.5 97.5 99.5 99.0
Component malfunction 99.0 98.3 98.5 99.5 99.5 99.5
Normal Operation 98.5 100.0 99.5 100.0 99.5 100.0

Efficiency (ρ) 97,5 99,6 98,9 99,3 99,6 99,6
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3 AN ENHANCED SINGLETON TYPE-2 FUZZY LOGIC SYSTEM FOR

FAULT CLASSIFICATION IN A SWITCH MACHINE

A railroad switch is an electromechanical equipment that guides railway trains

from one track to another, such as at a railway junction, while a switch machine is an

equipment used for handling railroad switches. Among all possible faults that can occur

in a switch machine, the three main ones are: lack of lubrication, lack of adjustment and

malfunction of a component. The expansion of Brazilian railroad sector results in more use

of switch machines. Therefore, the reliability of switch machine is a challenging issue to

deal with, because real time operation, monitoring, and diagnosis of switch machines are

of vital importance, especially with respect to predictive maintenance to avoid accidents

and losses [4, 30].

Researches on switch machines have been in evidence in recent years since they are

important types of equipment that must be constantly monitored to avoid accidents. For

example, [34] describes a strategy and a technical architecture for prognosis and health

management of a switch machine. Feature extraction techniques and principal component

analysis have been used in the assessment of the machines’ health. [35] makes use of a

support vector machine (SVM) in an online switch machine condition monitoring system

based on current measurements trends to detect faults at their earliest stage or even before

they occur. In [3], wavelet transform together with SVM show that electrical active power

can be a useful parameter for condition monitoring of switch machines. Moreover, [36]

applies expert system for fault identification in a switch machine, when the failure modes

are not easily separable. In addition, [37] addresses a technique for detecting of gradual

failure in a switch machine, in which a Kalman filter was applied for pre-processing signal

signature. Other works such as [38] and [39] present alternative techniques related to

unsupervised and semi-supervised fault detection and identification in industrial plants

based on the analysis of the control and error signals. The work in [44] developed a model

based on SVM with Gaussian kernel to identify “drive-rod out-of-adjustment” failure mode

in switch machines. A common aspect of all these works is the focus on the detection of

the existence of faults.

Regarding monitoring and diagnosis, [30] discussed and analyzed the performance

of techniques for classifying typical faults (lack of lubrication, lack of adjustment and mal-

function of a component) that can occur in a switch machine. Combinations of feature

extraction technique based on higher-order statistics [40], [41], feature selection technique

based on Fisher’s discriminant ratio [40], and three classifiers (Bayes theory [42], multi-

layer perceptron neural network [43], and type-1 and singleton fuzzy logic system (FLS)

[28, 30]) showed performance improvement when applied to a data set, composed of me-

asured current signals. Later, [4] discussed a type-1 and singleton FLS trained by the

conjugate gradient method (i.e., 2nd-order information) and the reported results show
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that such FLS can offer higher convergence speed and classification ratio for a limited

number of epochs than that one trained by the steepest descent method.

Due to the computational complexity of FLSs, we point out that the training phase

with high accuracy and convergence speed is of utmost importance because it can result

in less hardware resource utilization and, as a consequence, can allow almost real-time

training of the classification technique when new patterns need to be covered. Although

type-1 FLSs offer improved performance, certain kind of uncertainties associated with

the classification problem is something that, unfortunately, type-1 FLS may not properly

handle.

In order to deal with the limitation of type-1 FLS and to reduce computational

complexity during the training phase, this work proposes a modified version of interval

singleton type-2 fuzzy logic system (IST2-FLS) for classifying the aforementioned types

of faults in a railroad switch machine when a reduced set of features is extracted from the

current signal (fault signature).

The main contributions of this Chapter are summarized as follows:

• We propose two FLS-based classifiers. The first one is based on a new approach,

called upper and lower type-2 fuzzy logic system (ULST2-FLS), reducing the com-

plexity of the training phase. The second one is based on IST2-FLS, which was

introduced in [28]

• We adopt the steepest descent as the training method, the height type-reduction,

max-product composition, product implication and adopt the gaussian primary

membership function with uncertain mean [28, 29]. Also, we present the deduc-

tions for updating the parameters of IST2-FLS and ULST2-FLS for the first time

in the literature.

• We present performance analyzes in terms of classification ratio and convergence

speed by using a real data set constituted by measured signal from several switch

machines. After that, we discuss comparative performances analysis among the pro-

posals and previous techniques (Bayes theory, multilayer perceptron neural network,

type-1 and singleton FLS trained by steepest descent method and type-1 and sin-

gleton FLS trained by the conjugate gradient method).

Our major conclusions are as follows:

• Numerical results show that the IST2-FLS and ULST2-FLS converge faster than

those techniques previously discussed in [30] and [4].

• The ULST2-FLS is easier to implement and yield better results when compared

with the classical IST2-FLS.
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• Comparative analyses show that classification ratios achieved by the IST2-FLS and

the ULST2-FLS are higher than those obtained with the previous techniques.

The rest of the Chapter is organized as follows: Section 3.1 deals with the problem

formulation. Section 3.2 is devoted to the IST2-FLS background. Section 3.3 aims to

discuss the proposal based on ULST2-FLS. Section 3.4 discusses the results of computer

simulations. Section 3.5 states the main conclusions regarding this Chapter. Finally,

Appendixes A and B present the deduction of equations responsible for update parameters

of IST2-FLS and ULST2-FLS, respectively.

3.1 PROBLEM FORMULATION

Among all possible faults that can occur in a switch machine, the three main

ones are lack of lubrication, lack of adjustment and malfunction of a component. Let

r ∈ RN×1 a vector constituted by a sample signal of current of the motor of switch machine.

As mentioned in Chapter 2, Figure 3 shows the paradigm used for the classification of

events. In the block “Feature Extraction”, pl, pa, pc and pn refer respectively to lack of

lubrication, lack of adjustment, malfunction of a component and normal operation feature

vectors. The block “Feature Selection” provides selected features Kpl, Kpa, Kpc and Kpn

vectors ( with remarkable dimensionality reduction) from pl, pa, pc and pn, respectively.

The block “Classification” applies one of the classification techniques discussed in this

work to obtain the output vector s, thereby identifying the type of fault. We use four

independent classifiers, one for each possible event.

Under a limited number of epochs, an effective training is a very difficult task to

be accomplished. The depicted situation worsens when a specific application demands a

periodic update of the technique, i.e, the classification technique needs to be retrained to

cover new patterns. As a result, the increase of the convergence speed during the training

phase of classification technique without decreasing its accuracy is the problem that this

work pays attention when a type-2 based classification technique is applied.

3.2 THE INTERVAL SINGLETON TYPE-2 FUZZY LOGIC SYSTEM

Mendel in [29] makes the use of type-2 FLS much more accessible to FLS designers,

providing mathematical formulas and flowcharts for computing the necessary derivatives

to implement steepest descent methods for training. It explains why computing such de-

rivatives is much more challenging than it is for a type-1 FLS. Classifiers based on type-2

FLS are being increasingly used different applications due to their ability to model the

database uncertainties such as those present in the measurements that activate the FLS

or in the data that are used to tune the parameters of a FLS [28]. The IST2-FLS have de-

monstrated better abilities to handle uncertainties than their type-1 FLS counterparts in
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many applications. The overview and comparison discussed in [48,49] helped researchers

and practitioners on IST2-FLS to choose the most suitable structure and type-reduction

algorithms, from the computational cost perspective for implementation. In [50], the

IST2-FLS achieved better results when compared to type-1 FLS and an adaptive neural

FLS for vehicle classification. The proposal discussed in [51] addresses a new technique

which aims at classifying different states from an incoming non-stationary signal. To over-

come the failure of standard classifiers at generalizing the patterns for such signals, the

authors have proposed an interval type-2 fuzzy based adaptive neural FLS. Hosseini et

al. [52] presented an automatic approach to learn and tune gaussian interval type-2 mem-

bership functions with application to multidimensional pattern classification problems. In

[53], Alhaddad et al. discussed a genetic type-2 fuzzy logic-based classifier which is able

to handle the inter- and intra-user uncertainties to produce better accuracy when com-

pared with other competing classifiers such as bayesian linear discriminant analysis and

regularized Fisher linear discriminant analysis. Recently, Juang et al. in [54] proposed

an interval type-2 neural fuzzy classifier learned through soft margin minimization and

applies it to human body posture classification.

The IST2-FLS has five main blocks: fuzzifier, rules, inference, type-reducer and

defuzzifier. They are widely discussed in [28] and are interconnected as shown in Figure

18. Once the rules are defined, the IST2-FLS can be viewed like a mapping of the inputs

to the outputs and this can be expressed by a function y = f (x).

Figure 18: The type-2 FLS [28].
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Considering the membership functions as gaussian functions with having a fixed

standard deviation σ, and an uncertain mean situated in m ∈ [m1, m2], as given by:

µA (x) = exp

[
−

1
2

(
x−m

σ

)2
]
, m ∈ [m1, m2] , (3.1)

where A symbolize a type-1 fuzzy set.

The upper membership function (UMF) and lower membership function (LMF)

are given, respectively, by [28, 29]:

µ̄Ã (x) =





exp
[

1
2

(
x−m1

σ

)2
]
, x < m1

1, m1 ≤ x ≤ m2

exp
[

1
2

(
x−m2

σ

)2
]
, x > m2

(3.2)

and

µ
Ã

(x) =





exp
[

1
2

(
x−m2

σ

)2
]
, x ≤ m1+m2

2

exp
[

1
2

(
x−m1

σ

)2
]
, x > m1+m2

2

. (3.3)

The type-reducer is a part of the output processing block which aims to reduce

the type-2 output fuzzy set to type-1 output fuzzy set [55–58]. The height type-reduction

has the following structure[59–62]:

fs2 (x) = [YL (x) , YR (x)] , (3.4)

where fs2 (x) is an interval fuzzy set determined by two final outputs related with the left

and the right part of primary membership function, called YL (x) and YR (x) respectively.

They can be expressed by

YL (x) =
∑le

l=1 θlϑl (x)
∑le

l=1 ϑl (x)
+
∑M

l=le θlϑl (x)
∑M

l=le ϑl (x)
(3.5)

and

YR (x) =
∑ri

l=1 θlϑl (x)
∑ri

l=1 ϑl (x)
+
∑M

l=ri θlϑl (x)
∑M

l=ri ϑl (x)
, (3.6)

where θl is the weight associated with the l-th rule, l = 1, . . . ,M , le is the rule that

exchange the UMF to LMF, ri is the rule that exchange the LMF to UMF. ϑl (x) and

ϑl (x) are calculated as follows [27–29]:

ϑl (x) = µF̃ l
1
(x1) ⋆ · · · ⋆ µF̃ l

p
(xp) (3.7)

and

ϑl (x) = µ
F̃ l

1

(x1) ⋆ · · · ⋆ µ
F̃ l

p

(xp) . (3.8)
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To calculate the final output YL (x), see (3.5), it is necessary to determine

ϑlL (x) =
ϑl (x) + ϑl (x)

2
. (3.9)

We first consider UMF in the primary rule l = 1 to le. After that, we exchange UMF

by LMF, considering now l = le to M . To determine this specific rule l = le and to

calculate the final output YL (x), we use the procedure described in Figure 19 [28,59]. In

this procedure, the first calculus of YL (x) is given by

YL (x) =
∑M

l=1 θlϑlL (x)
∑M

l=1 ϑlL (x)
. (3.10)

The procedure for the calculus of YR (x) is similar to the that adopted for YL (x).

However, the rule le is exchanged by ri, and (3.6) is evaluated instead of (3.5). Finally,

the defuzzification of IST2-FLS is given by

fs2 (x) =
YL (x) + YR (x)

2
. (3.11)

Input
M : Number of rules;
le: Number of rule that exchange the UMF to LMF;
Output
YL (x) output
begin

for l = 1 to M do
To evaluate equations (3.7) and (3.8);
To evaluate equations (3.9);

end
To evaluate equation (3.10);
Y1 = YL (x);
while η ≤ M do

le = 1;
while l ≤ M do

if (θl ≤ YL (x)) and (YL (x) ≤ θl+1) then
le = l;
l = M + 1;

else
le = le + 1;
l = l + 1;

end

end
To evaluate equation (3.5);
Y2 = YL (x);
if Y2 = Y1 then

η = M + 1;
YL (x) = Y2;

else
Y1 = Y2;
η = η + 1;

end

end

end

Figure 19: Procedure to determine YL (x).
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Given an input-output database
(
x(q) : y(q)

)
, where q denotes the qth iteration.

We now wish to design an IST2-FLS such that the following cost function is minimized:

J
(
w(q)

)
=

1
2

[
fs2

(
x(q)

)
− y(q)

]2
, (3.12)

where fs2

(
x(q)

)
is the output of IST2-FLS. From (3.12), we know that

w(q) =[
m1F 1

1
(q), . . . , m1F 1

p
(q), . . . , m1F M

1
(q), . . . , m1F M

p
(q),

m2F 1
1
(q), . . . , m2F 1

p
(q), . . . , m2F M

1
(q), . . . , m2F M

p
(q),

σF 1
1
(q), . . . , σF 1

p
(q), . . . , σF M

1
(q), . . . , σF M

p
(q),

θ1(q), . . . , θM(q)]

(3.13)

and
∇J(w(q)) =[

∂J(w(q))
∂m

1F 1
1

(q)
, . . . , ∂J(w(q))

∂m
1F 1

p
(q)
, . . . , ∂J(w(q))

∂m
1F M

1
(q)
, . . . , ∂J(w(q))

∂m
1F M

p
(q)
,

∂J(w(q))
∂m

2F 1
1

(q)
, . . . , ∂J(w(q))

∂m
2F 1

p
(q)
, . . . , ∂J(w(q))

∂m
2F M

1
(q)
, . . . , ∂J(w(q))

∂m
2F M

p
(q)
,

∂J(w(q))
∂σ

F 1
1

(q)
, . . . , ∂J(w(q))

∂σ
F 1

p
(q)
, . . . , ∂J(w(q))

∂σ
F M

1
(q)
, . . . , ∂J(w(q))

∂σ
F M

p
(q)
,

∂J(w(q))
∂θ1(q)

, . . . , ∂J(w(q))
∂θM (q)

]T
,

(3.14)

denote, respectively, the parameters vector and the gradient vector of a IST2-FLS.

According to [26], the type-2 FLS have the potential to provide better performance

than a type-1 FLS (e.g., [63–71]). However, because of the computational complexity of

a general type-2 FLS, most developed applications are based on the IST2-FLS [27]. The

computations associated with IST2-FLSs are very manageable, which makes this FLS

quite practical [72].

This Chapter proposes a IST2-FLS trained by steepest descent method [28], using

max-product composition, product implication, height type-reduction and making use of

gaussian primary membership function with uncertain mean. The algorithm is presented

in Figure 20. The equations used in the algorithm to update its parameters are:

m1F l
k

(q + 1) = m1F l
k

(q) − α
∂J

(
w(q)

)

∂m1F l
k

(q)
, (3.15)

m2F l
k

(q + 1) = m2F l
k

(q) − α
∂J

(
w(q)

)

∂m2F l
k

(q)
, (3.16)

σF l
k

(q + 1) = σF l
k

(q) − α
∂J

(
w(q)

)

∂σF l
k

(q)
, (3.17)

and

θl (q + 1) = θl (q) − α
∂J

(
w(q)

)

∂θl (q)
. (3.18)
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The complete equations for updating parameters is not available in the literature,

which hinders the diffusion and applicability of this kind of type-2 FLSs. Therefore, the

first-order derivative of J(w(q)) with regard to parameters m1F l
k
(q), m2F l

k
(q), σF l

k
(q), θl(q)

are shown in Appendix A in order to facilitate the comprehension and spreading the use

of the IST2-FLS in situations where there are high levels of uncertainty.

Inputs

N : Number of samples;
epmax: Maximum number of epochs;
α: Learning step;
Output

performance: Performance of IST2-FLS;
begin

for ep = 1 to epmax do

for q = 1 to N do

To evaluate YL

(
x(q)

)
and YR

(
x(q)

)
according Equations (3.5) and (3.6);

if YL

(
x(q)

)
≤ 0 then

YL

(
x(q)

)
= −1;

else

YL

(
x(q)

)
= 1;

end

if YR

(
x(q)

)
≤ 0 then

YR

(
x(q)

)
= −1;

else

YR

(
x(q)

)
= 1;

end

To calculate the equation (3.11);

if fs2

(
x(q)

)
> 0 then

fs2

(
x(q)

)
= 1;

else

fs2

(
x(q)

)
= −1;

end

w(q+1) = w(q) − α∇J(w(q));
To update m1F l

k
(q), m2F l

k
(q), σF l

k
(q) and θl (q) from w(q+1);

end

performance (%) = 100 ×
[
fs2

(
x(q)

)
− y(q)

]/
N

end

end

Figure 20: Training algorithm for IST2-FLS.
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3.3 UPPER AND LOWER SINGLETON TYPE-2 FUZZY LOGIC SYSTEM: THE

NOVELTY

Considering the IST2-FLS showed in Figure 18, we can state that the main dif-

ference in comparison to the type-1 FLS is the block called type-reducer. This block is

responsible for converting the output type-2 membership function in its output type-1

membership function, which posteriorly will be defuzzified [28]. Liang et al. in [27] stated

that IST2-FLSs are computationally intensive because the type-reducer is very intensive.

As a result, the training phase is extremely computationally intensive.

To overcome this problem, we propose a modified version of IST2-FLS, so cal-

led upper and lower singleton type-2 fuzzy logic system (ULST2-FLS), which consists in

adopting YUp (x) and YLow (x) (see (3.20) and (3.21)) instead of YL (x) and YR (x) (see

(3.5) and (3.6)). The main advantage of ULST2-FLS is the elimination of the procedure

described in Figure 19, thereby reducing the complexity of the training phase. This tech-

nique makes use of max-product composition, product implication and gaussian primary

membership function with uncertain mean.

The ULST2-FLS consists in reducing the type of mentioned FLS in functions that

are characterized by only the upper and lower membership functions. Therefore, the type

reducer uses the following structure:

fs2 (x) = [YUp (x) , YLow (x)] , (3.19)

where fs2 (x) is a set determined by two final outputs YUp (x) and YLow (x), given by

YUp (x) =
∑M

l=1 θlϑ̄l (x)
∑M

l=1 ϑ̄l (x)
(3.20)

and

YLow (x) =
∑M

l=1 θlϑl (x)
∑M

l=1 ϑl (x)
, (3.21)

where ϑ̄l (x) and ϑl (x) is given by (3.7) and (3.8), respectively. The ULST2-FLS is

defuzzified as follows:

fs2 (x) =
YUp (x) + YLow (x)

2
. (3.22)

For implement the algorithm for ULST2-FLS, we need to replace YL (x), YR (x)

by YUp (x), YLow (x), respectively and to consider the roadmap portrayed in Figure 20.

Also, we need to evaluate the Equations (3.15)-(3.18) to update the parameters from

ULST2-FLS by using steepest descent method.

Considering the ULST2-FLS, the first-order derivative of J(w(q)) with regard to

parameters m1F l
k
(q), m2F l

k
(q), σF l

k
(q), θl(q) are shown in Appendix B.

Section 3.4 shows that the ULST2-FLS can considerably increase the convergence

speed and, as a consequence, less hardware resource utilization is demanded. Also, it

offers improved performance.
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3.4 EXPERIMENTAL RESULTS

Performance analyses discussed in this section made use of the same measured data

set used in Chapter 2 and provided by MRS Logística S.A. (https://www.mrs.com.br/).

The data set consists of the current signal [A] against time sampled through four channels

of an industrial data acquisition board. The sampling rate was of 100 Hz in a period of

2 seconds. The adopted equipment is the Alstom’s P80 Switch Machine.

The acquired signals fall within the following four classes: lack of lubrication,

lack of adjustment, malfunction of a component and normal operation. As mentioned in

Chapter 2, there are 1,376 measures of the current signal for each of the four classes. We

show samples of such signals in Figure 9.

Following the block diagram of the classification technique depicted in Figure 3,

we adopted techniques for feature extraction and feature selection described in [30] and

[4]. Basically, the feature extraction is based on higher-order statistics [40], [41] while

feature selection is based on Fisher’s discriminant ratio (FDR) [40], such as presented in

Chapter 2. We have adopted them because [4, 30] demonstrated their relevance for this

application.

The adopted step size for IST2-FLS and ULST2-FLS is α = 0.0001 and both are

composed of four rules (M = 4), two rules for the class that has the presence of the

event and another two for the class that does not have the presence of the event. After

evaluating the performance with Kp = 1, 2, 3, 4 and 5 features which were previously

selected with FDR, we chose Kp = 3, since the performance gains in term of accuracy

and convergence speed are not relevant when Kp > 3. We had obtained the initialization

of the parameters of membership functions heuristically from the calculation of means

and variances of the features vector constituted by Kp elements.

Furthermore, we equally and randomly distributed the data set in training and

test sets and considered 100 epochs for the training phase.

3.4.1 Convergence Speed Analysis

Simulations were performed with the proposed algorithms and its results is com-

pared with others obtained from [30] and [4]. The technique presented in [30] consists

of a type-1 and singleton FLS trained by steepest descent method. The technique based

on type-1 and singleton FLS trained by conjugate gradient (CGT1-FLS) is presented in

[4] and we chose the best results to compare with the techniques presented in this work.

Figures 21, 22, 23 and 24 illustrate the convergence speed for each of four different clas-

ses. The IST2-FLS and ULST2-FLS has a higher convergence than others techniques,

highlighting that the ULST2-FLS achieve a faster convergence speed than the IST2-FLS,

proposed by [28].

https://www.mrs.com.br/
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Figure 21: The convergence speed of the type-2 FLS for the lack of lubrication.
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Figure 22: The convergence speed of the type-2 FLS for lack of adjustment.
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Figure 23: The convergence speed of the type-2 FLS for the component malfunction.
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Figure 24: The convergence speed of the type-2 FLS for normal operation.
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3.4.2 Classification Rate Analysis

Results presented in Table 7 shows that for the majority of classes the proposals

yield a classification rate in [%] greater or equal than type-1 FLS trained by steepest

descent method and CGT1-FLS during the test phase. The final results are shown in Table

8 and comparing them with those in [30] and [4]: Bayes classifier, multilayer perceptron

neural network, type-1 and singleton FLS tuned by steepest descent method and type-1

and singleton FLS tuned by conjugate gradient methods. In this case the efficiency ρ [%]

is expressed by

ρ [%] =
1
Nc

Nc∑

j=1

CRj,max [%] , (3.23)

where CRj,max is the highest classification ratio on the hundredth epoch of training, con-

sidering the jth class. The IST2-FLS and the ULST2-FLS reached an efficiency of 99.6%,

showing us that the proposed techniques return an improved performance if compared

with previous techniques discussed in the literature and equal to multilayer perceptron

neural network.

Table 7: Performance in (%) of lack of lubrication, lack of adjustment, component mul-
function and normal operation classes.

Lack of lubrication Train Test

IST2-FLS 100.0 100.0
ULST2-FLS 100.0 100.0
CGT1-FLS 100.0 100.0
Steepest Descent 100.0 100.0

Lack of adjustment Train Test

IST2-FLS 99.5 99.5
ULST2-FLS 99.5 99.5
CGT1-FLS 97.5 97.5
Steepest Descent 97.5 97.5

Component malfunction Train Test

IST2-FLS 99.0 99.0
ULST2-FLS 99.0 99.0
CGT1-FLS 99.0 99.0
Steepest Descent 98.5 98.5

Normal Operation Train Test

IST2-FLS 100.0 100.0
ULST2-FLS 100.0 100.0
CGT1-FLS 100.0 100.0
Steepest Descent 99.5 99.5
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Table 8: Comparative performance in (%) of the classifiers during the test phase.

Events Bayes [30] MLP [30]
Steepest

CGT1-FLS [4] IST2-FLS ULST2-FLS
Descent [30]

Lack of lubrication 94.5 100.0 100.0 100.0 100.0 100.0
Lack of adjustment 98.0 100.0 97.5 97.5 99.5 99.5
Component malfunction 99.0 98.3 98.5 99.0 99.0 99.0
Normal Operation 98.5 100.0 99.5 100.0 100.0 100.0
Efficiency (ρ) 97.5 99.6 98.9 99.1 99.6 99.6

3.5 SUMMARY

This Chapter discussed the use of signal processing techniques and computational

intelligence for fault classification in switch machines.

A concept of ULST2-FLS trained by steepest descent method has been introduced

in this work. Considering the height type-reduction, the deductions of equations from

ULST2-FLS and IST2-FLS are presented for the first time in the literature. Results

obtained through the use of real measured data revealed that both type-2 FLS discussed

in this work converges faster. Classification rates are competitive when compared with

those obtained with the previous approaches addressed in the literature for a reduced

number of epochs (Bayes, multilayer perceptron neural network and type-1 FLS tuned

by steepest descent method and conjugate gradient method). In any case, the classifiers

proposed in this work turn out to be an extremely attractive option due to their high

convergence speed. It was noted also that ULST2-FLS converges slightly faster than the

IST2-FLS (the classical approach used in the literature).
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4 SET-MEMBERSHIP TYPE-2 FUZZY LOGIC SYSTEM APPLIED TO

CLASSIFICATION OF RAIL HEAD DEFECTS

Railways are a network of distributed rails which aims to connect cities, states,

and countries. In most cases, they have been used for heavy loads, what impacts directly

on rails, increasing its defects through material fatigue. Studies have been made to solve

such problems in railways. As a consequence, there is an increasing interest in exploiting

the feasibility of applying image processing and computational intelligence paradigms to

address critical problems in order to improve the efficiency, safety, and environmental

compatibility of transportation systems. Some problems, as detection of surface defects

on rails, have been widely explored.

Researchers have tried to improve the classification of defects in rail heads using

several techniques, such as geometrical approach [73], Gabor filter with texture analysis

[74], image segmentation [5], and visual inspection [6]. The drawback is that all of these

works concentrate on identifying the existence of a defect and not on classifying the defect

type.

The type-1 fuzzy logic system (FLS) has been widely applied in classification pro-

blems due to its treatment of uncertainty, thus generating interesting results in several

areas of the railway industry, as mentioned in [4,30]. Although type-1 FLSs offer improved

performance, there is some kind of uncertainties associated with the classification problem

that type-1 FLS may not properly handle. Then, the use of type-2 FLSs appears as a

suitable option for dealing with it. However, [27] stated that type-2 FLSs are computatio-

nally intensive because their type-reducer is very computationally intensive and the same

is associated with their training phase. Considering a limited number of epochs, the trai-

ning with reduced computational complexity, high accuracy, and high convergence speed

consists of a hard task to be accomplished with type-2 FLSs. The hardness is associated

with the limited hardware resources availability and real-time constraint.

To deal with this challenging problem, this Chapter addresses how to reduce the

computational complexity during the training phase of an interval and singleton type-2

fuzzy logic system (IST2-FLS) and a modified version of IST2-FLS, called upper and lower

type-2 fuzzy logic system (ULST2-FLS), initially introduced in Chapter 3. Furthermore,

we apply the proposal to classify the main types of rail head defects that are commonly

studied due to its severity and occurrence: cracking [75], flaking [76], head-check and spal-

ling [77]. Due to computational complexity reduction, we emphasize that the proposals

demand low-cost (low-speed) processors, which is something very important to come up

with green technologies for the railroad sector.

The main contributions of this Chapter are summarized as follows:

• We approach four types of defects that can occur in a rail head surface. The com-
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bined study of cracking, flaking head-check and spalling linked to rail head surface

has never been addressed before.

• We use geometric correction through a two-dimensional affine transformation [78–80]

to facilitate the image processing and a gray level co-occurrence matrix (GLCM) to

analyze textures on images [81–85].

• We apply the concept of set-membership (SM) [9–13] derived from adaptive filter

theory [14], and combine it with IST2-FLS and ULST2-FLS, both trained by ste-

epest descent method, in order to reduce their computational complexity and to

increase the convergence speed during the training phase.

• We combine SM with IST2-FLS and ULST2-FLS, together with delta rule delta

(DRD) [10, 15–18], local Lipschitz estimation (LLE) [10, 17–21] variable step size

(VS) [22–24] and variable step size adaptive algorithms (VSA) [25] to come up with

additional computational complexity savings during the training phase.

• We present performance analysis in terms of convergence speed, computational

complexity reduction and classification ratio by using a data set constituted by

images acquired from a rail inspection vehicle provided by MRS Logística S.A.

(https://www.mrs.com.br/). Additionally, we show a comparative analysis of the

proposed models based on previous techniques (type-1 and singleton/non-singleton

FLS trained by steepest descent method, IST2-FLS and ULST2-FLS).

Our major conclusions are as follows:

• The two-dimensional affine transformation geometric correction and feature extrac-

tion through GLCM is effective for the current application.

• The SM concept combined with DRD, LLE, VS and VSA strongly contribute to

reducing computational complexity during the training phase of type-2 FLS, under

a limited number of epochs. They reached percentages of reduction greater than

98.2% for IST2-FLS and ULST2-FLS.

• The classification ratio yielded by the proposed models are higher than those ob-

tained with the classical IST2-FLS and ULST2-FLS when a higher degree of uncer-

tainties is presented in the input data.

The rest of the Chapter is organized as follows: Section 4.1 deals with the problem

formulation. Section 4.2 aims to discuss the concept of SM combined with IST2-FLS and

ULST2-FLS. Section 4.3 discusses the results of computer simulations. Section 4.4 states

the main conclusions regarding this Chapter.

https://www.mrs.com.br/
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4.1 PROBLEM FORMULATION

Among all possible defects that can occur on the rail head, the four main ones

are cracking, flaking, head check and spalling. Let A ∈ R
n×m be a matrix constituted

by elements of an image of the rail head. Figure 25 shows the paradigm used for the

classification of events. In the block “Geometric Correction”, p refers to cracking, flaking,

head check, spalling and normal condition of the rail head. The block “Feature Extraction”

provides extracted features Kpc, Kpf , Kph, Kps and Kpn vectors from p. The block

“Classification” applies one of the classification techniques discussed in this work to obtain

the output vector S, thereby identifying the type of fault. We use five independent

classifiers, one for each possible event.

Geometric

Correction

Feature

Extraction

Feature

Extraction

Feature

Extraction

Feature

Extraction

Feature

Extraction

Classification

Classification

Classification

Classification

Classification

A p

Kpc

Kpf

Kph

Kps

Kpn

s

Figure 25: Block diagram of the scheme for classification of events.

The classification of events in the matrix A can be formulated as a simple decision

between hypotheses related to the occurrence of the events covered in this work, as shown

below:
HA,0 : A = Acrack

HA,1 : A = Aflak

HA,2 : A = Ahead

HA,3 : A = Aspall

HA,4 : A = Anorm

(4.1)

In which Acrack, Aflak, Ahead, Aspall and Anorm denotes the cracking, flaking, head check,

spalling and normal condition of the rail head, respectively.
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4.1.1 Geometric Correction

The geometric correction through a two-dimensional affine transformation aims

to facilitate the image processing transforming the original image parallel to y axis of

the cartesian coordinate system [78–80]. The affine transformation consists of a linear

transformation followed by a translation. This transformation preserves the parallelism

property. If two lines are parallel before the transformation, these lines are also parallel

after processing. The expression that describes the affine transformation is

x

∗

y∗


 =


a b

c d


 .


x
y


+


x0

y0


 , (4.2)

where a, b, c, d, x0 and y0 are the parameters of the affine transformation. The variables

a, b, c and d comprise a rotation operation and the translation is given by x0 and y0. The

parameters x and y are the original coordinates and x∗ and y∗ the transformed coordinates.

Figure 26 shows an image before and after an affine transformation.
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Figure 26: An example of the result of the affine transformation when the cracking is
considered. a) The image before the affine transformation. b) The image after the affine
transformation.

4.1.2 Feature Extraction Based on Gray Level Co-Occurrence Matrix

The GLCM has been one of the most used methods to analyze textures on images

and it is a two-dimensional dependence matrix that considers the spatial relationship

between neighboring pixels [81–85]. The GLCM describes the textures of the images

based on the frequency in which two gray levels separated by a distance d in a θ direction

occur in the image. The texture information of an image can be described by GLCM
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matrix, as shown below

G =




m(1, 1) m(1, 2) · · · m(1, n)

m(2, 1) m(2, 2) · · · m(2, n)
...

...
. . .

...

m(n, 1) m(n, 2) · · · m(n, n)



, (4.3)

where m(i, j) denotes the value of the matrix element having index (i, j) and n is the

number of gray levels present in the image. For the construction of a GLCM, we must

define the spatial relationship composed of the distance d, in pixel unit, and the adopted

direction from the reference pixel, denoted by θ. Figure 27 shows us the possible angles

to be adopted from the reference pixel.

Pixel of interest 0º

45º90º135º

Figure 27: In addition to θ = 0◦, we can choose other three values to the reference angle.
Thus, the GLCM provided from Figure 27 has θ = {0◦, 45◦, 90◦, 135◦} and d = 4.
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Figure 28: An example of GLCM construction from a small image, where d = 1, θ = 0◦

and the gray levels range from 1 to 8.

Figure 28 show us how GLCM is calculated for d = 1 and θ = 0◦. The element

m(1, 1) contains the value 1 because there is only one instance in the input image where

two horizontally adjacent pixels have the values 1 and 1, respectively. The element m(5, 7)

contains the value 2 because it has two instances where two horizontally adjacent pixels

have the values 5 and 7. Thus, each element m(i, j) of the GLCM represents the instances

where there is a transition from gray level i to j considering the distance d between the

two neighboring pixels in the direction θ. The GLCM can be normalized by dividing each
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entry by the number of neighboring resolution cell pairs, as follows

p (i, j) =
m(i, j)

n∑
i=0

n∑
j=0

m (i, j)
. (4.4)

Each value p(i, j) is the probability of a transition between gray levels under specified

conditions of distance and direction[86]. Based on the co-occurrence matrices [82][83],

we can use the energy, contrast, correlation and homogeneity to represent characteristic

textures.

Energy [86, 87], also known as the second angular momentum, evaluates the uni-

formity texture of an image. The expression that describes the energy is

ASM(i, j) =
n∑

i=1

n∑

j=1

p2(i, j). (4.5)

The Contrast [84, 85], also called the variance or inertia, measures the presence of unex-

pected transitions of gray levels in image. It can be calculated as follows

CON(i, j) =
n∑

i=1

n∑

j=1

(i− j)2p(i, j). (4.6)

Correlation [84, 88], measures the joint probability occurrence of the specified pixel pairs

and it returns a measure of how a pixel is correlated with its neighbor along the whole

image

COR(i, j) =
n∑

i=1

n∑

j=1

(i− µi)(j − µj)
σiσj

p(i, j), (4.7)

where µi, µj, σi and σj are the means and standard deviations of the pixels i and j,

respectively.

Homogeneity [88,89], returns a value that measures the proximity of the distribu-

tion of elements in GLCM with respect to its diagonal. It is given by

HOM(i, j) =
n∑

i=1

n∑

j=1

p(i, j)
1 + |i− j|

, (4.8)

where | | denotes the modulus operator.

It is important to state that all the abovementioned characteristic textures are

used as input to the classifiers discussed in this work.

4.2 THE PROPOSAL: SET-MEMBERSHIP COMBINED WITH IST2-FLS AND ULST2-

FLS

Under a limited number of epochs, an effective training is a very difficult task to

be accomplished. The situation worsens when a specific application demands a periodic
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update of the model, i.e., the classification model needs to be retrained to cover new

patterns. Another important aspect is to attain better convergence speed during the

training phase of the classification model without decreasing its accuracy.

According to [26], the type-2 FLS has the potential to provide better performance

than a type-1 FLS (e.g., [63–71]). Considering the IST2-FLS and ULST2-FLS, which

were presented in Chapter 3, we can state that one of the main differences between type-2

FLS and type-1 FLS is the type-reducer, which is responsible for converting the output

type-2 membership function in its output type-1 membership function for posteriorly be

defuzzified [28]. Liang et al. in [27] stated that type-2 FLSs are computationally intensive

because the type-reducer is very intensive. As a result, the training phase is extremely

computationally intensive.

To deal with this limitation during the training phase, this work proposes an

IST2-FLS and ULT2-FLS combined with set-membership fuzzy logic system (SMFLS)

for classifying events in a rail head (cracking, flaking, head check, spalling and normal

condition), when a reduced set of features is extracted from the matrix A. The proposed

classifiers are trained by steepest descent method, using max-product composition, pro-

duct implication, height type-reduction and making use of gaussian primary membership

function with uncertain mean [28].

Let
(
x(q) : y(q)

)
be an input-output data set, where q denotes the qth iteration.

We now wish to design an IST2-FLS or ULST2-FLS such that the following cost function

is minimized:

J
(
w(q)

)
=

1
2

[
fs2

(
x(q)

)
− y(q)

]2
, (4.9)

where fs2

(
x(q)

)
is the output of IST2-FLS or ULST2-FLS. Considering the membership

functions as gaussian functions with a constant standard deviation σ, an uncertain mean

situated in m ∈ [m1, m2], k = 1, . . . , p inputs, and θl as the weight associated with the

l-th rule, l = 1, . . . ,M . From (4.9), we know that

w(q) =[
m1F 1

1
(q), . . . , m1F 1

p
(q), . . . , m1F M

1
(q), . . . , m1F M

p
(q),

m2F 1
1
(q), . . . , m2F 1

p
(q), . . . , m2F M

1
(q), . . . , m2F M

p
(q),

σF 1
1
(q), . . . , σF 1

p
(q), . . . , σF M

1
(q), . . . , σF M

p
(q),

θ1(q), . . . , θM(q)]T

(4.10)
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and
∇J(w(q)) =[

∂J(w(q))
∂m

1F 1
1

(q)
, . . . , ∂J(w(q))

∂m
1F 1

p
(q)
, . . . , ∂J(w(q))

∂m
1F M

1
(q)
, . . . , ∂J(w(q))

∂m
1F M

p
(q)
,

∂J(w(q))
∂m

2F 1
1

(q)
, . . . , ∂J(w(q))

∂m
2F 1

p
(q)
, . . . , ∂J(w(q))

∂m
2F M

1
(q)
, . . . , ∂J(w(q))

∂m
2F M

p
(q)
,

∂J(w(q))
∂σ

F 1
1

(q)
, . . . , ∂J(w(q))

∂σ
F 1

p
(q)
, . . . , ∂J(w(q))

∂σ
F M

1
(q)
, . . . , ∂J(w(q))

∂σ
F M

p
(q)
,

∂J(w(q))
∂θ1(q)

, . . . , ∂J(w(q))
∂θM (q)

]T
,

(4.11)

denote, respectively, the parameters vector and the gradient vector of a IST2-FLS or

ULST2-FLS. The algorithm for updating the parameters vector is presented in Chapter

3. The equations used in the algorithm to update its parameters are

m1F l
k

(q + 1) = m1F l
k

(q) − α
∂J

(
w(q)

)

∂m1F l
k

(q)
, (4.12)

m2F l
k

(q + 1) = m2F l
k

(q) − α
∂J

(
w(q)

)

∂m2F l
k

(q)
, (4.13)

σF l
k

(q + 1) = σF l
k

(q) − α
∂J

(
w(q)

)

∂σF l
k

(q)
, (4.14)

and

θl (q + 1) = θl (q) − α
∂J

(
w(q)

)

∂θl (q)
. (4.15)

where α ∈ IR |0 < α ≪ 1 is the adopted step size.

The first-order derivative of J(w(q)) with regard to parameters m1F l
k
(q), m2F l

k
(q),

σF l
k
(q), θl(q) were shown for the first time in Chapter 3, in order to facilitate the com-

prehension and spreading the use of the IST2-FLS or ULST2-FLS in situations in which

there are high levels of uncertainty.

In Chapter 2, the authors discussed the concept of SM [9–13] derived from adaptive

filter theory [14], and combine it with type-1 and singleton/non-singleton FLS trained by

steepest descent method, in order to reduce the computational complexity and to increase

the convergence speed during the training phase. Following Chapter 2, we state that the

SMFLS consists in the adoption of variable step size µe(q), instead of α, given by

µe(q) =





1 − γ̄

|e(q)|
, if

∣∣∣e(q)
∣∣∣ > γ̄

0, otherwise.
, (4.16)

where
∣∣∣e(q)

∣∣∣ =
∣∣∣fs2(x(q)) − y(q)

∣∣∣ is upper bounded by a prescribed constraint γ̄.

Even though µe(q) has been successfully employed in adaptive filtering, we point

out that there are other criteria to substitute (4.16). Our proposal consists in to apply
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the SMFLS and combines it with the classifiers based on IST2-FLS and ULST2-FLS.

Additionally, we combine SM with IST2-FLS and ULST2-FLS, together with other con-

cepts discussed in Chapter 2: delta rule delta (DRD) [10,15–18], local Lipschitz estimation

(LLE) [10,17–21], variable step size (VS) [22–24] and variable step size adaptive algorithms

(VSA) [25] to come up with additional savings of computational complexity during the

training phase.

4.3 EXPERIMENTAL RESULTS

Performance analyses discussed in this section made use of measured data set

provided by MRS Logística (https://www.mrs.com.br/). The data set is composed of

images of rail head surface with a resolution of 1600 × 1200 pixels, captured by a camera

attached to a special car service that runs through the railway. Three images of the rail

head surface are taken per meter.

The acquired images fall within the following five classes: the normal condition of

the rail head, cracking, flaking, head check and spalling. There are 88 images for each of

the five classes. We show samples of such images in Figure 29.

The peak signal to noise ratio (PSNR) [90] is the most used parameter to measure

a corrupted image quality when compared to the original one. Such parameter is the ratio

between the maximum possible power of a signal and the power of corrupting noise that

affects the fidelity of its representation. It is computationally lightweight and is usually

expressed in terms of the logarithmic decibel scale. There is an inverse relationship

between PSNR and MSE. So, the higher the value of PSNR indicates the best image

quality. Considering a noise-free m×n monochrome image I and its noisy approximation

K, we can calculate the PSNR from a corrupted image as follows

PSNR = 10log10

(
2552

MSE

)
, (4.17)

where

MSE =
1
mn

m−1∑

i=0

n−1∑

j=0

[I(i, j) −K(i, j)]2. (4.18)

and I(i, j) and K(i, j) denote the value of the element located in the (i, j) position in the

I and K matrices, respectively.

In (4.17), the elements of the matrix are represented by using linear pulse-code

modulation (PCM) [91] with B bits per sample, where the maximum is 2B −1. Therefore,

the value 2552 denotes the maximum possible pixel value of the image, due to the fact of

the pixels in this work are represented using 8 bits per element.
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(a) (b)

(c) (d)

(e)

Figure 29: Typical samples for the five classes. a) Normal condition. b) Cracking. c)
Flaking. d) Head check. e) Spalling.

For the representation of possible appearances by defects in the acquired images

and in order to challenge the proposed models, we added three different intensities of

additive white Gaussian noise (AWGN) in all data set, generating thus, images with

PSNR of 20.65 dB, 6.34 dB and 2.43 dB, as shown in Figure 30. The adopted values for

the PSNR are enough to report problems that can occur due to various factors, such as

dirt in the lens of the equipment responsible for acquiring the images.

Also, in order to verify the effectiveness of the chosen AWGN, we added three

different intensities of Salt and Pepper noise [92–94] in all data set. We adopted noise

densities of 0.05, 0.2 and 0.08, generating thus, images with PSNR of 17.17 dB, 11.31 dB
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and 5.36 dB, respectively. It is important to worth that the obtained results are aligned

with those that will be discussed in Subsections 4.3.1, 4.3.2 and 4.3.3. This fact show us

that the proposed models are able to classify events regardless of the added noise type.

(a) (b)

(c) (d)

Figure 30: Demonstrative image considering a cracking defect. a) Original image. b)
Image corrupted with PSNR = 20.65 dB. c) Image corrupted with PSNR = 6.34 dB. d)
Image corrupted with PSNR = 2.43 dB.

Following the block diagram of the classification technique depicted in Figure

25, we adopted techniques for geometric correction through affine transformation and

feature extraction using GLCM. The GLCM adopted in this work was calculated using

θ = {0◦, 45◦, 90◦, 135◦} and d = 100. For comparison purpose, we implemented the type-1

and singleton/non-singleton FLS [28] in order to classify defects in a rail head. Observing

the block diagram in Figure 25, that y(q) = 1 means that the matrix A, constituted by

pixels of taken image of the rail head is associated with the occurrence of the defect. On

the other hand, y(q) = −1 states that the matrix A is associated with the absence of

defect.

To facilitate the understanding, acronyms are adopted in accordance with what

was widely discussed in Chapter 2. Thus, we have the following techniques combined with

IST2-FLS and ULST2-FLS: SMFLS, MSE SMFLS,
∥∥∥∇J(w(q))

∥∥∥
2

SMFLS, max(∇J(w(q))

SMFLS, DRD FLS, DRD SMFLS, LLE FLS, VS SMFLS, MVS SMFLS, VSA SMFLS

and MVSA SMFLS.
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The adopted step size for the IST2-FLS and ULST2-FLS trained with the steepest

descent method is α = 10−2. Considering the SMFLS, we heuristically have chosen

γ̄ = 0.4472. For the implementation of the DRD FLS and the DRD SMFLS, we considered

αDRD = 10−8, K1 = 10−4, K2 = 0.99 and ρw = 20. For the VS, the MVS, the VSA and

the MVSA SMFLS we used αV S = αV SA = 2 × 10−4. Each IST2-FLS and ULST2-FLS is

composed of four rules with uncertain mean (M = 4), two rules for the class that has the

presence of the event and other two for the class that does not have the presence of the

event. Furthermore, we equally and randomly distributed the data set in training and

test ones and considered 100 epochs for the training phase.

4.3.1 Convergence Speed Analysis

Figures 31 and 32 show the convergence speed in terms of classification ratio

for the cracking defect with PSNR of 20.65 dB and Figures 34 and 33 illustrate the

convergence speed for the normal condition with PSNR of 2.43 dB, considering IST2-FLS

and ULST2-FLS, respectively. For comparison, these figures also show the result for type-

1 and singleton/non-singleton FLS in the same defect class. Note that singleton T1-FLS

and non-singleton T1-FLS mean type-1 and singleton/non-singleton FLS, respectively.

Although they are not presented here, the proposed models offer similar convergence

speed for the other classes of defects.

Most of the proposals returned higher convergence speed than those based on

type-1 and singleton/non-singleton FLS. Figures 32 and 34 also show that ULST2-FLS

achieves superior results than IST2-FLS when working with the uncertainty associated

with the input data.
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Figure 31: The convergence speed of the IST2-FLS for cracking with PSNR of 20.65 dB.
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Figure 32: The convergence speed of the ULST2-FLS for cracking with PSNR of 20.65
dB.
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Figure 33: The convergence speed of the IST2-FLS for normal condition with PSNR of
2.43 dB.
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Figure 34: The convergence speed of the ULST2-FLS for normal condition with PSNR of
2.43 dB.

4.3.2 Computational Complexity Reduction

This section discusses the computational complexity reduction achieved by the pro-

posed models. According to Chapter 2, to make this analysis we adopted the percentage

of times when µ(q) is not updated, as shown below:

τ [%] = 100 ×
Nnup

N
, (4.19)

where Nnup is the number of data set that results in µ(q) = 0, according to the SM

concept and N is the cardinality of the measured data set. This parameter is important

because µ(q) = 0 means that the parameters vector w(q+1) = w(q) and, as a consequence,

no computational effort to update w(q+1) in the qth iteration is needed.

Figures 35 and 36 show the computational complexity reduction from zero to the

hundredth epoch for normal condition class considering the original data set. Figures 37

and 38 follow the same information for spalling class with PSNR of 2.43 dB, considering

the classifiers based on IST2-FLS and ULST2-FLS, respectively. Similar computational

complexity reductions are obtained for the other classes of defects.

Table 9 shows the mean computational complexity reduction achieved in % for

IST2-FLS and ULST2-FLS. This value is expressed by:

τm [%] =
1
Ne

Ne∑

i=1

τ (i) [%] , (4.20)

where τ (i) [%] is the value of τ [%] in the ith epoch of training and Ne is total number of

epochs. Table 10 shows the best mean computational complexity reduction achieved in
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% for IST2-FLS and ULST2-FLS. The efficiency η[%] is given by

η [%] =
1
Nc

Nc∑

j=1

τm,max [%] , (4.21)

where τm,max is the highest value τm[%] for the jth class and Nc is the total number of

classes. In general, we note that max(∇J(w(q)) SMFLS based techniques obtained the

highest results in terms of τm [%]. Note that IST2-FLS achieved a mean computational

complexity reduction of 98.2% for the original data set, 98.8% for PSNR= 20.65 dB, 98.9%

for PSNR = 6.34 dB and 98.8% for PSNR = 2.43 dB and returned slightly better results

when it is compared with ULST2-FLS, which achieved 98.5%, 98.8%, 98.7%, 98.8% for

the original data set and all aforementioned PSNRs.
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Figure 35: The computational complexity reduction of the IST2-FLS for normal condition
from the original data set.
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Figure 36: The computational complexity reduction of the ULST2-FLS for normal condi-
tion from the original data set.
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Figure 37: The computational complexity reduction of the IST2-FLS for spalling with
PSNR of 6.34 dB.
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Figure 38: The computational complexity reduction of the ULST2-FLS for spalling with
PSNR of 6.34 dB.
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Table 9: Mean Computational complexity reduction of the IST2-FLS and ULST2-FLS
for the normal condition, cracking, flaking, head check, spalling.

Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB

Events IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS

Normal condition τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%]

SMFLS 97.5 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.6 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.6 95.4 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 98.6 98.2 98.7 98.8 98.9 98.3 98.9 98.7
DRD SMFLS 97.5 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 90.2 93.0 97.0 97.6 87.8 97.7 97.4 97.6
MVSA SMFLS 93.5 96.4 60.9 97.7 61.6 97.7 61.6 91.2

Cracking τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%]

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 96.4 97.7 97.7 97.7 97.7 97.7 97.6
max(∇J(w(q)) SMFLS 98.8 98.7 98.8 98.6 98.9 98.8 98.9 98.9
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 97.4 97.5 97.4 95.5 76.4 95.5 76.3 97.6
MVSA SMFLS 60.8 97.7 61.3 97.5 61.7 97.7 61.6 97.7

Flaking τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%]

SMFLS 54.3 97.7 97.7 97.7 97.7 97.7 97.3 97.7
MSE SMFLS 55.3 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 55.3 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 96.1 98.3 98.6 98.8 98.9 98.8 98.9 98.8
DRD SMFLS 51.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 49.9 93.4 97.3 97.1 75.1 95.4 75.0 97.7
MVSA SMFLS 59.7 96.9 61.4 97.7 61.6 97.7 61.6 97.7

Head Check τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%]

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 96.6 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 66.0 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 98.8 98.5 98.9 98.8 98.9 98.8 98.9 98.8
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 97.4 94.3 97.4 97.6 76.4 97.2 76.2 95.5
MVSA SMFLS 59.7 97.6 62.0 97.7 61.7 96.7 61.6 97.7

Spalling τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%] τm [%]

SMFLS 97.7 97.7 77.2 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 98.9 98.7 100.0 98.8 98.8 98.9 98.5 98.9
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 50.2 95.1 93.8 95.4 81.6 97.7 76.3 97.7
MVSA SMFLS 70,6 97.5 95.7 97.7 70.6 97.7 61.6 97.7
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Table 10: Best mean computational complexity reduction achieved in [%] for IST2-FLS and ULST2-FLS.

IST2-FLS

Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB

Events τm [%] Choosen Technique τm [%] Choosen Technique τm [%] Choosen Technique τm [%] Choosen Technique

Normal condition 98.6 max(∇J(w(q)) SMFLS 97.7 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Cracking 98.8 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Flaking 96.1 max(∇J(w(q)) SMFLS 98.6 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Head check 98.8 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Spalling 98.9 max(∇J(w(q)) SMFLS 100.0 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.5 max(∇J(w(q)) SMFLS

Efficiency (η) 98.2 98.8 98.9 98.8

ULST2-FLS

Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB

Events τm [%] Choosen Technique τm [%] Choosen Technique τm [%] Choosen Technique τm [%] Choosen Technique

Normal condition 98.2 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.3 max(∇J(w(q)) SMFLS 98.7 max(∇J(w(q)) SMFLS

Cracking 98.7 max(∇J(w(q)) SMFLS 98.6 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Flaking 98.3 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS

Head check 98.5 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS

Spalling 98.7 max(∇J(w(q)) SMFLS 98.8 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS 98.9 max(∇J(w(q)) SMFLS

Efficiency (η) 98.5 98.8 98.7 98.8
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4.3.3 Classification Rate Analysis

Numerical results presented in Table 11 show that the correct classification rate for

IST2-FLS and ULST2-FLS on the hundredth epoch of training, considering the normal

condition of the rail head, cracking, flaking, head check and spalling. We see that proposed

models can achieve fast convergence speed and, additionally, they provide higher accuracy

when compared with the classical IST2-FLS and ULST2-FLS. The results are even better

when compared with type-1 and singleton/non-singleton FLS especially when the images

are corrupted by AWGN.

The final results for both techniques are shown in Table 12. In this case the

efficiency ρ [%] is expressed by

ρ [%] =
1
Nc

Nc∑

j=1

CRj,max [%] , (4.22)

where CRj,max is the highest classification ratio on the hundredth epoch of training, con-

sidering the jth class. According to the results, the IST2-FLS had a similar efficiency

when compared with ULST2-FLS, with 97.7% of accuracy for both, indicating that the

proposed models misclassified 2 images of a total of 88, considering each of the five clas-

ses. The results are the same for the original data set and for those corrupted by AWGN,

demonstrating the consistency of the proposed models.

Considering the flaking defect, note that Figure 39 shows the images that were

misclassified by the proposed models, stating that they are associated with the absence of

a defect (in other words, y(q) = −1 ). These misclassifications occurred due to the presence

of the rail foot and stones in conflict with the rail head in Figure 39. This conflict affects

the quality of geometric correction based on two-dimensional affine transformation and

the feature extraction based on GLCM, worsening, thus, the classification of rail head

defects. Therefore, further investigation to deal with this situation is needed to improve

the model‘s performance.
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Table 11: Classification Rate of the IST2-FLS and ULST2-FLS for the normal condition,
cracking, flaking, head check, spalling.

Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB

Events IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS IST2-FLS ULST2-FLS

Normal Condition Training Test Training Test Training Test Training Test Training Test Training Test Training Test Training Test

Steepest Descent 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 94.3 94.3 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD FLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
LLE FLS 97.7 97.7 93.2 93.2 97.7 97.7 97.7 97.7 93.2 93.2 93.2 93.2 95.4 95.4 95.4 95.4
VS SMFLS 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 79.5 79.5 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
VSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 93.1 93.1
MVSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 93.1 93.1

Cracking Training Test Training Test Training Test Training Test Training Test Training Test Training Test Training Test

Steepest Descent 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD FLS 95.4 95.4 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
LLE FLS 95.4 95.4 95.4 95.4 96.6 96.6 81.8 81.8 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
VS SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7
VSA SMFLS 97.7 97.7 97.7 97.7 96.6 96.6 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVSA SMFLS 97.7 97.7 97.7 97.7 96.6 96.6 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7

Flaking Training Test Training Test Training Test Training Test Training Test Training Test Training Test Training Test

Steepest Descent 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD FLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
LLE FLS 79.5 79.5 79.5 79.5 95.4 95.4 97.7 97.7 95.4 95.4 97.7 97.7 95.4 95.4 95.4 95.4
VS SMFLS 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 95.4 95.4 97.7 97.7
MVS SMFLS 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 95.4 95.4 95.4 95.4 95.4 95.4 97.7 97.7
VSA SMFLS 97.7 97.7 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVSA SMFLS 97.7 97.7 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7

Head Check Training Test Training Test Training Test Training Test Training Test Training Test Training Test Training Test

Steepest Descent 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD FLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
LLE FLS 86.4 86.4 86.4 86.4 97.7 97.7 97.7 97.7 96.6 96.6 96.6 96.6 97.7 97.7 97.7 97.7
VS SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVS SMFLS 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 95.4 95.4
VSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7

Spalling Training Test Training Test Training Test Training Test Training Test Training Test Training Test Training Test

Steepest Descent 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MSE SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7∥∥∥∇J(w(q))

∥∥∥
2

SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
max(∇J(w(q)) SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD FLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
DRD SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
LLE FLS 90.9 90.9 90.9 90.9 95.4 95.4 95.4 95.4 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7
VS SMFLS 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 95.4 95.4 97.7 97.7 97.7 97.7
MVS SMFLS 95.4 95.4 95.4 95.4 95.4 95.4 95.4 95.4 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
VSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
MVSA SMFLS 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
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Table 12: The comparative classification rate.

IST2-FLS ULST2-FLS

Events Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB Original data set PSNR = 20.65 dB PSNR = 6.34 dB PSNR = 2.43 dB

Normal condition 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
Cracking 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
Flaking 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
Head Check 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7
Spalling 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7

Efficiency (ρ) 97.7 97.7 97.7 97.7 97.7 97.7 97.7 97.7

(a) (b)

Figure 39: Images that were misclassified by the proposed models, considering the flaking defect. a) Presence of the rail foot in conflict
with the rail head. b) Presence of stones in conflict with the rail head.
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4.4 SUMMARY

In this Chapter, we have combined the set-membership concept from adaptive filter

theory to reduce the computational complexity associated with the training phase of the

IST2-FLS and ULST2-FLS and analyzed their effectiveness to classify typical rail head

defects. Additionally, we outlined the set-membership combined with the delta rule delta,

the local lipschitz estimation, the variable step size and the variable step size adaptive

techniques to yield additional computational complexity savings.

Considering a reduced number of epochs, the numerical results obtained through

the use of measured data set showed that the IST2-FLS and ULST2-FLS combined with

the proposals result in fast convergence rates. Additionally, these proposals can make the

IST2-FLS and ULST2-FLS achieve higher classification rates than those obtained with

type-1 and singleton/non-singleton FLS especially when there are uncertainties in the

input data and the number of epochs in the training phase is limited.

In all analyzed situations, which are representative for the addressed classification

problem, the proposed models turn out to be an attractive option due to their high

efficiency in reducing computational complexity, reaching percentages higher than 98.2%

for both IST2-FLS and ULST2-FLS.

Additionally, it is notorious that ULST2-FLS handled satisfactorily the presence

of uncertainties in the measured data showing better classification rates than IST2-FLS

and type-1 and singleton/non-singleton FLS.



81

5 CONCLUSION

This Chapter summarizes the conclusions of this thesis by addressing the proposal

for fault classification in a switch machine and the classification of rail head defects.

Chapter 2 focuses on the classification of faults in a switch machine. With this

regards, we introduced the use of SM concept, derived from the adaptive filter theory,

into the training procedure of type-1 and singleton/non-singleton FLS, in order to reduce

computational complexity and to increase convergence speed. Also, we present different

criteria for using together with set-membership. Furthermore, we discuss the usefulness

of DRD, LLE, VS and VSA to yield additional improvement in terms of computational

complexity reduction and convergence speed. Based on data set provided by a Brazilian

railway company, which covers the four possible faults in a switch machine, we presented

performance analysis in terms of classification ratio, convergence speed and computatio-

nal complexity reduction. The reported results show that the proposed models result in

improved convergence speed, slightly higher classification ratio and remarkable computa-

tion complexity reduction when we limit the number of epochs for training, which may

be required due to real time constraint or low computational resource availability.

Chapter 3 proposes a ULST2-FLS trained by steepest descent method for fault

classification in a switch machine. Considering the height type-reduction, the deducti-

ons of equations from ULST2-FLS and IST2-FLS are presented for the first time in the

literature. Results obtained through the use of real measured data revealed that both

type-2 FLS discussed in this work converges faster. Classification rates are competitive

when compared with those obtained with the previous approaches addressed in the li-

terature, when a reduced number of epochs is considered (Bayes, multilayer perceptron

neural network and type-1 FLS tuned by steepest descent method and conjugate gradi-

ent method). In any case, the classifiers proposed in that Chapter turn out to be an

extremely attractive option due to their high convergence speed. Explained this fact

by modeling of the database uncertainties through type-2 FLS. It was noted also that

ULST2-FLS converges slightly faster than the IST2-FLS (the classical approach used in

the literature).

Chapter 4 addresses how to reduce the computational complexity during training

phase of a IST2-FLS and ULST2-FLS. We apply the concept of set-membership, and

combine it with IST2-FLS and ULST2-FLS, both trained by steepest descent method,

in order to reduce their computational complexity and to increase the convergence speed

during the training phase. Furthermore, we apply the proposal to classify the main types

of rail head defects that are commonly studied due to its severity and occurrence: cracking,

flaking, head-check and spalling. The classification ratio yielded by the proposed models

are higher than those obtained with the classical IST2-FLS and ULST2-FLS when a higher
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degree of uncertainties is presented in the input data. Also, The set-membership concept

combined with DRD, LLE, VS and VSA strongly contribute to reduce computational

complexity during the training phase of type-2 FLS, under a limited number of epochs.

Due to computational complexity reduction, we emphasize that the proposals demand low-

cost (low-speed) processors, which is something very important to come up with green

technologies for the railroad sector.

5.1 FUTURE WORKS

Future efforts can be addressed in order to:

• Prototype an equipment to be integrated into the existing switch machine supervi-

sion system in the company MRS Logística S.A..

• Prototype an equipment to be integrated into the existing rail head supervision

system in the company MRS Logística S.A..

• Improve the preprocessing of images, through the research of segmentation tools, in

order to get a better performance.

• Investigate the usefulness of interval non-singleton type-2 FLS and upper and lower

non-singleton type-2 FLS to handle the presence of uncertainty in the measured

data set.
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Appendix A – Deduction of the Gradient Vector for the IST2-FLS

The following notations have been adopted for reasons of simplicity:
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Appendix B – Deduction of the Gradient Vector for the ULST2-FLS

The following notations have been adopted for reasons of simplicity:
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