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RESUMO

Esta tese de doutorado foca na discussão e implementação de uma Infraestrutura de Medição

Avançada com Resistência Quântica (do inglês, Quantum-Resistant Advanced Metering In-

frastructure - QR-AMI), que emprega esquemas criptográőcos assimétricos e simétricos com

resistência quântica para suportar ataques proveniente tanto de computadores quânticos, como

clássicos. A solução proposta envolve a integração de um Módulo Criptográőco Dedicado

com Resistência Quântica (do inglês, Quantum-Resistant Dedicated Cryptographic Modules

- QR-DCMs) com Medidores Inteligentes (do inglês, Smart Meter - SM). Os QR-DCMs são

projetados para embarcar esquemas criptográőcos com resistência quântica adequados para

aplicação em AMI. Nesse sentido, é investigado esquemas criptográőcos assimétricos com

resistência quântica baseado em fortes princípios criptográőcos e abordagem com baixo uso

de recursos para AMIs. Além disso, é analisado a implantação prática de um esquema com

resistência quântica em QR-AMIs. Dois candidatos do processo de padronização da criptograőa

pós-quântica (do inglês, post-quantum cryptography - PQC) do Instituto Nacional de Padrões e

Tecnologia (do inglês, National Institute of Standards and Technology - NIST), FrodoKEM e

CRYSTALS-Kyber, são avaliados devido à adesão a fortes princípios criptográőcos e abordagem

com baixo uso de recursos. A viabilidade de embarcar esses esquemas em QR-DCMs em um

contexto de AMI é avaliado por meio de implementação em software em hardwares de baixo

custo, como um microcontrolador e processador, e implementações conjunta hardware/software

usando um sistema em um chip (do inglês, System-on-a-Chip - SoC) com Arranjo de Porta

Programável em Campo (do inglês, Field-Programmable Gate Array - FPGA). Resultados

experimentais mostram que o tempo de execução para os esquemas FrodoKEM e CRYSTALS-

Kyber em dispositivos SoC FPGA é, ao menos, um terço mais rápido que implementações em

software. Além disso, os tempos de execuções atingidos e o uso de recursos demonstram a

viabilidade desses esquemas para aplicações em AMI. O esquema CRYSTALS-Kyber parece

ser uma escolha superior em todos os cenários, exceto quando fortes primitivas criptográőcas

são necessárias, ao menos teoricamente. Devido à falta de SMs no mercado que suportem

esquemas criptográőcos assimétricos com resistência quântica, um QR-DCM embarcando

esquemas com resistência quântica é implementado e avaliado. Quanto à escolha do hardware

para os QR-DCMs, microcontroladores são preferíveis em situações que requerem poder de

processamento reduzido, enquanto dispositivos SoC FPGA são mais adequados para quando é

demandado maior poder de processamento. O uso de recurso e o resultado do tempo de execução

demonstram a viabilidade da implementação de AMI baseada em QR-DCMs, ou seja, uma

QR-AMI, usando microcontroladores e dispositivos SoC FPGA.

Palavras-chave: Infraestrutura Avançada de Medição. Medição Inteligente. Criptograőa Pós-

Quântica. Segurança. Privacidade. Arranjo de Porta Programável em Campo. Processador.

Microcontrolador.



ABSTRACT

This dissertation focuses on discussing and implementing a Quantum-Resistant Advanced

Metering Infrastructure (QR-AMI) that employs quantum-resistant asymmetric and symmetric

cryptographic schemes to withstand attacks from both quantum and classical computers. The

proposed solution involves the integration of Quantum-Resistant Dedicated Cryptographic

Modules (QR-DCMs) within Smart Meters (SMs). These QR-DCMs are designed to embed

quantum-resistant cryptographic schemes suitable for AMI applications. In this sense, it

investigates quantum-resistant asymmetric cryptographic schemes based on strong cryptographic

principles and a lightweight approach for AMIs. In addition, it examines the practical deployment

of quantum-resistant schemes in QR-AMIs. Two candidates from the National Institute of

Standards and Technology (NIST) post-quantum cryptography (PQC) standardization process,

FrodoKEM and CRYSTALS-Kyber, are assessed due to their adherence to strong cryptographic

principles and lightweight approach. The feasibility of embedding these schemes within QR-

DCMs in an AMI context is evaluated through software implementations on low-cost hardware,

such as microcontroller and processor, and hardware/software co-design implementations using

System-on-a-Chip (SoC) devices with Field-Programmable Gate Array (FPGA) components.

Experimental results show that the execution time for FrodoKEM and CRYSTALS-Kyber schemes

on SoC FPGA devices is at least one-third faster than software implementations. Furthermore, the

achieved execution time and resource usage demonstrate the viability of these schemes for AMI

applications. The CRYSTALS-Kyber scheme appears to be a superior choice in all scenarios,

except when strong cryptographic primitives are necessitated, at least theoretically. Due to the

lack of off-the-shelf SMs supporting quantum-resistant asymmetric cryptographic schemes, a QR-

DCM embedding quantum-resistant scheme is implemented and evaluated. Regarding hardware

selection for QR-DCMs, microcontrollers are preferable in situations requiring reduced processing

power, while SoC FPGA devices are better suited for those demanding high processing power.

The resource usage and execution time outcomes demonstrate the feasibility of implementing

AMI based on QR-DCMs (i.e., QR-AMI) using microcontrollers or SoC FPGA devices.

Key-words: Advanced metering infrastructure. Smart metering. Post-quantum cryptography.

Security. Privacy. Field programmable gate array. Processor. Microcontroller.
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1 INTRODUCTION

Smart Grid (SG) have recently emerged as a vital solution for long-standing challenges

in the electricity sector [1ś3], including handling numerous loads, integrating renewable energy

sources, and ensuring reliability, efficiency, sustainability, and ŕexibility, among others. Electric

power systems worldwide are rapidly transforming from manual operations and on-site control to

remote, intelligent, and efficient control based on SGs. For instance, power generation plants are

evolving from centralized large-scale facilities to smaller, distributed power plants and community

power generation (i.e., prosumers). Although SG is a powerful concept, it is only effective

when communication between parties occurs, and consumers, prosumers, and equipment are

adequately sensed, controlled, and communicate with each other [4, 5], which raise the necessity

of deploying Advanced Metering Infrastructures (AMIs). In this context, intelligent devices,

such as Smart Meters (SMs), emerge as essential equipment for large-scale AMI deployments.

However, SMs generate sensitive personal data containing users’ conődential information (i.e.,

energy consumption proőles) [6].

Recently, interest in deploying AMIs has grown, with SM pilot projects launched primarily

in European nations. By 2024, approximately 225 million SMs for electricity and 51 million

for gas will be installed in Europe, with 44% of European consumers having smart gas meters

and 77% having smart electric meters [7]. In North America, it is expected that over 85% of

households in Canada and 70% in the US will be equipped with SMs. Conversely, the situation in

Brazil is distinct. While European AMI implementation aligns with a broader policy framework

related to climate change, Brazilian efforts stem primarily from National Agency of Electric

Energy (ANEEL) and are limited to the electricity sector. Recently, Enel Brasil, a Brazilian

electric utility, installed 150 thousand SMs in São Paulo, with a goal of reaching 300 thousand

[8]. The budget for installing 300 thousand SMs is around US$ 45.4 million1, with US$ 24.2

million őnanced by ANEEL for research and development, and the remaining US$ 25.2 million

contributed by Enel Brasil. Additionally, Minas Gerais Electric Power Company (CEMIG), a

publicly traded electric utility controlled by the state of Minas Gerais, is replacing its meters with

smart ones, having already replaced around 100 thousand units in Belo Horizonte. The goal is to

replace at least 500 thousand meters in the coming months, requiring an investment of around

US$ 40 million [9]. Apart from these initiatives, no other wide-scale deployment projects for

SMs are known.

In the coming years, an annual investment of US$ 600 billion is anticipated through

2030 in the energy sector, which is expected to boost the AMI market from US$ 19.24 billion in

2021 to US$ 77.37 billion by 2029. Consequently, research, development, and innovation efforts

will involve public and private organizations working in partnership to achieve common energy

goals. This vision is primarily implemented in Europe, where eight major electric utilities have

partnered with large technology companies like Intel. Furthermore, equipment integrated into

1 Conversion calculated based on an approximate exchange rate of US$ 1.00 equivalent to R$ 5.00.
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the AMI must be as low-cost as possible, given that millions (or even billions) of such devices

will be dispersed across countries and continents, forming part of the AMI.

Considering the widespread use and importance of AMI for utilities, it is essential to

raise security and privacy awareness regarding potential vulnerabilities in AMIs to avoid and/or

minimize security breaches and unauthorized access to SMs data [10ś13]. For example, key

generation and distribution in cryptographic schemes may result in security breaches when

transmitting SM data [14,15]. In this context, numerous research efforts have been devoted to

the security of AMI, with the majority focusing on cryptography to ensure security and privacy

for customers and utilities [16ś20]. These studies, however, focused on cryptographic schemes

mainly aimed at securing data against attacks from classical computers. When it comes to

practical asymmetric cryptography ś e.g., Public-key encryption (PKE) and Key Encapsulation

Mechanism (KEM) ś the security is typically based on the hardness of factoring integers

or computing discrete logarithms ś e.g., Rivest-Shamir-Adleman (RSA) and Elliptic Curve

Cryptography (ECC) [19]. Such asymmetric cryptographic schemes, however, will no longer

be secure when a sufficiently powerful and stable quantum computer runs Shor’s algorithm, a

polynomial-time quantum algorithm for integer factorization and discrete logarithm problem [21].

Regarding symmetric cryptography, it will not be signiőcantly impacted as asymmetric will be

with the advent of quantum computers. Grover proposed a quantum algorithm for database search

[22] and, based on this algorithm, an attack, called Grover’s attack, on symmetric cryptography

was proposed [23], which reduced the security of the key to half its length. Although relevant, it

does not threaten symmetric cryptography security as longer keys can be used to securely protect

the information. Consequently, all secure and standardized symmetric schemes are potentially

quantum-resistant.

Aiming to overcome the quantum threat, quantum-resistant asymmetrical and symmetric

cryptographic schemes are mandatory for securing data [24]. The former performs a quantum-

resistant key agreement, while the latter encrypts/decrypts and authenticates sensitive data. In

this sense, investigations focusing on asymmetrical Post-Quantum Cryptography (PQC) schemes

ś i.e., schemes based on quantum-resistant primitives ś targeting SG and SM are of utmost

importance. In this respect, Cheng et al. [25] proposed a scheme for mutual authentication

between SMs and gateway based on PQC. Borges et al [26] proposed a security comparison of key

agreement protocols between PQC primitives and traditional problems. Moreover, Ahn et al. [27]

evaluated quantum-resistant key distribution based on either Quantum Key Distribution (QKD)

and PQC techniques in Distributed Energy Resources (DER).

Despite the recent efforts to address several matters on the AMI and PQC, to the extent

of the authors’ knowledge, the literature lacks investigations of practical implementation of

a Quantum-Resistant AMI (QR-AMI) ś i.e., an AMI based on quantum-resistant asymmetric

and symmetric schemes. These timely investigations are of utmost importance to point out

the beneőts of an AMI capable of dealing with the threats of quantum computers in electric

power systems. Moreover, no study compared different platforms ś e.g., microcontrollers and
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System-on-a-Chip (SoC) Field Programmable Gate Array (FPGA) devices ś to enable a QR-AMI.

This analysis must be carefully evaluated as large-scale implementations of AMIs present cost

constraints, indirectly affecting the choice of platforms that embed quantum-resistant schemes.

As a powerful quantum computer moves closer to being a reality, this type of analysis is of utmost

importance as current sensitive data traveling through AMIs might already be at risk if they are

being stored for future use in quantum computers.

1.1 OBJECTIVES

This dissertation addresses the feasibility of practical implementation of quantum-resistant

schemes in AMIs. In this sense, this dissertation has the following objectives:

• To discuss the necessity of PQC schemes in a quantum era and identify promising candidates

with interesting characteristics for AMIs. To this end, a brief review of PQC schemes and

the National Institute for Standards and Technology (NIST) PQC standardization process

is presented. Among all candidates in the competition, two PQC schemes (i.e., FrodoKEM

and CRYSTALS-Kyber) are deeply assessed because they are promising schemes to be

applied in AMIs as KEM.

• To investigate the use of a PQC scheme to perform a KEM, using a conservative approach

(i.e., FrodoKEM) for ensuring quantum-resistant functionality in AMIs. In this regard,

a thorough analysis is provided, approaching different hardware (i.e., microcontrollers

and SoC FPGA devices) with different implementation techniques (i.e., software and

hardware/software co-design implementations). Also, the most time-consuming routines

are properly evaluated, and efficient hardware acceleration is provided.

• To assess the use of a lightweight quantum-resistant approach (i.e., CRYSTALS-Kyber) for

performing KEM in AMIs. To do so, a meticulous analysis is provided based on different

hardware (i.e., microcontrollers and SoC FPGA devices) with different implementation

techniques (i.e., software and hardware/software co-design implementations). The most

time-consuming routines are identiőed and evaluated, and optimized hardware acceleration

provided.

• To propose a QR-AMI, which relies on Quantum-Resistant - Dedicated Cryptographic

Modules (QR-DCMs), a dedicated cryptographic module embedded with quantum-resistant

schemes. To do so, it is discussed the scenarios that best suit the QR-DCM be based

on microcontrollers, low-cost processor, or SoC FPGA devices. Also, the asymmetric

FrodoKEM and CRYSTALS-Kyber schemes are compared and their use in each scenario

is discussed. The use of the symmetric Advanced Encryption Standard (AES)-256-Galois

Counter Mode (GCM) scheme is also evaluated.
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1.2 DISSERTATION OUTLINE

The remainder of this document is organized as follows:

• Chapter 2 presents a revision of the state-of-the-art and the problem formulation regarding

AMI inserted in a quantum era. In this sense, this chapter makes a complete literature

review of works in which security in AMI is discussed and points out gaps that must be

őlled. Also, a problem formulation is presented, which considers the gaps in the literature,

and the research questions approach in this dissertation are presented.

• Chapter 3 analyzes the importance of AMIs for the success of SGs. The current global

scenario of AMIs and its key elements and concepts are discussed. Also, an extensive

discussion regarding the security and privacy issues in AMIs is provided.

• Charter 4 discusses the physical principles of a quantum computer and how its power can

be explored. A brief review of cryptographic principles is provided and a deep discussion

regarding PQC schemes is presented, highlighting the NIST PQC standardization process

and its main candidates. Finally, suitable PQC schemes for AMIs are deeply discussed.

• Chapter 5 investigates the use of the FrodoKEM scheme as KEM for ensuring quantum-

resistant key exchange between parties. The background of the FrodoKEM is discussed,

and software analysis is provided. Based on this analysis, an optimized proposal of a

hardware/software co-design implementation of the FrodoKEM scheme is introduced,

accelerating the most time-consuming routines.

• Chapter 6 assesses the use of the CRYSTALS-Kyber scheme as KEM also for ensuring

quantum-resistant key exchange between parties. Similarly, the background of the

CRYSTALS-Kyber is presented and analyzed based on the software provided. Relying on

this analysis, an optimized proposal of a hardware/software co-design implementation of

the CRYSTALS-Kyber scheme, accelerating the most time-consuming routines.

• Chapter 7 proposes a practical implementation of a QR-AMI based on QR-DCMs. This

proposal is based on the FrodoKEM and CRYSTALS-Kyber asymmetric cryptographic

schemes and on the AES-256-GCM symmetric cryptographic scheme, all of them quantum-

resistant. Implementations using different hardware are provided and a discussion regarding

the best use-case scenario for each hardware and implementation technique is assessed.

• Chapter 8 ends this dissertation by stating concluding remarks.
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2 PROBLEM STATEMENT

The discussion of quantum-resistant cryptographic schemes has gained relevance recently,

but several issues must be mastered to advance their effective and widespread introduction in

AMIs. While theoretical results have supported the introduction of new and effective PQC

schemes, several gaps related to implementation aspects remain open. Aiming to advance this

discussion, this chapter has the following objectives:

• Provide a literature review about security in AMIs and the state-of-the-art of PQC schemes

for AMIs. Also, it pays attention to several issues that must be investigated for advancing

the widespread use of PQC schemes in AMIs.

• Detail the problems raised by quantum computers on AMIs if only non-quantum (classical)

cryptography is considered to ensure data security and privacy. Also, present the research

questions investigated in the following chapters.

In this chapter, Section 2.1 presents a literature review, highlighting the state-of-the-art

and future trends in AMI security, particularly those based on cryptography, and identiőes a few

gaps related to the implementation of PQC schemes requiring pressing attention. Section 2.2

formulates the investigated problem and concisely describes the research questions pursued in

this dissertation.

2.1 LITERATURE REVIEW

It is well-known that AMIs transmit sensitive data among consumers, prosumers, and

utilities. Therefore, ensuring security and privacy is a critical concern that must be carefully

addressed today and in the future, particularly with the advent of quantum computers. To ensure

the security of SM data transmitted through AMIs, techniques can be employed to ensure data

conődentiality and integrity. Cryptography is one of the most used ones. With respect to

cryptography targeting AMIs, there are different approaches to providing data security, especially

when hardware-constrained equipment applies. Currently, traditional cryptographic schemes are

widely recommended and used to protect sensitive data through some guidelines and security

standards, such as AGA-12 [28] and IEC 623511 [29, 30].

Regarding asymmetric cryptography, the schemes recommended by AGA-12 and

IEC 62351 may not be efficient enough for embedding in hardware-constrained equipment

[31]. In this sense, Philips et al. [32] proposed an enhanced-RSA scheme to authenticate

SMs equipment in AMI, while He et al. [33] introduced a lightweight anonymous key distri-

bution based on ECC to provide anonymity to SMs equipment. Molina-Markham et al. [34]

presented a feasible implementation of a cryptographic scheme that certiőes the SM’s read of

1 IEC 62351 recommends RSA and ECC as asymmetric cryptographic schemes and AES as a symmetric
cryptographic scheme to protect power data.
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őne-grained electricity using a low-cost MSP430 microcontroller. Further research of asymmetric

cryptography applied to AMI are discussed in [20, 35ś37] and references therein.

On the other hand, symmetric cryptography requires less computation power than

asymmetric cryptography [19]. Consequently, traditional schemes are usually efficient enough

to be deployed in hardware-constrained equipment, as discussed in [38ś41]. In AMI context,

Saxena et al. [17] proposed dynamic secrets and shared secret schemes while Liu et al. [18]

suggested a secure mechanism between SMs and Meter Data Management System (MDMS).

Homomorphic cryptography is also evaluated in [42], in which data are stored in the cloud,

and any calculation required is performed directly on encrypted data. Unfortunately, it requires

powerful servers when it needs to handle a large amount of data. Other techniques and approaches

to provide secrecy in AMIs can be found in [43, 44].

Based on this discussion, traditional cryptographic schemes can provide data security

in AMIs. However, as will be further discussed in Section 4.3, the advent of quantum

computers imposes that data security cannot be guaranteed anymore because a polynomial-time

quantum algorithm, called Shor’s algorithm [21], can quickly solve traditional problems (i.e.,

discrete logarithm problems and integer factorization problems) on which current asymmetric

cryptographic schemes rely on. Even more, if an eavesdropper is collecting and storing data that

travels through AMIs, then, in the future, it might be capable of deciphering it and accessing

sensitive information. Based on this discussion, two approaches stand out as possible options for

quantum-resistant asymmetric cryptography: QKD and PQC.

QKD is a hardware-based solution that relies on quantum mechanics principles to protect

key distribution between parties. In this sense, some researchers use these principles to guarantee

privacy against eavesdroppers. A review of QKD protocol and their application in SGs are

presented in [45]. Fabio et al. [46] described two privacy-enhancing protocols based on

QKD focusing on customers’ privacy. In [47], QKD is employed for enhancing the security of

cloud-based AMIs. Although theoretically possible, a practical implementation of QKD faces

challenges such as secret key rate, distance, size, cost, and practical security [48].

On the other hand, PQC stands out as a simpler solution since it is algorithm-based.

Regarding asymmetric PQC, there are a considerable number of implementations focusing on

speciőc targets. For instance, Nejatollahi et al. [49] presented a complete survey highlighting

the most relevant implementations using software, hardware, and hardware/software co-design

techniques. Gupta et al. [50] presented a software implementation of CRYSTALS-Kyber,

FrodoKEM, and NewHope using Graphics Processing Unit (GPU) seeking higher performance,

while Huang et al. [51] proposed pure hardware implementation of the CRYSTALS-Kyber

scheme using FPGA focusing on high performance and seeking to reuse resources. Note that [50]

and [51] may not be suitable for AMIs due to their high hardware resource usage and high-cost

platforms. In contrast, Buchmann et al. [52] presented a lightweight PKE lattice-based scheme

on small 8-bit ATXmega128 and 32-bit Advanced RISC Machine (ARM) Cortex-M0. To do so,

the authors replaced the Gaussian noise distribution with a uniform binary error distribution,
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reducing key and ciphertext sizes at the cost of performance. Next, in [53], it is proposed a new

compact Learning With Errors (LWE) scheme suitable for ultra-low-cost devices, such as the

MSP430. Moreover, the authors in [54] proposed a lightweight implementation of the NTRU

Prime using a high-cost FPGA.

Besides the hardware and software implementations previously discussed, the literature

also reports hardware/software co-design implementations. For instance, Fritzmann et al. [55]

detailed a RISC-V co-processor for lattice-based cryptography using hardware to accelerate

the Number Theoretic Transform (NTT) and hash generation using an SoC FPGA device.

Also, Fritzmann et al. [56] discussed an Instruction Set Architecture (ISA) for lattice-based

cryptography based on a so-called RISQ-V architecture implemented on an SoC FPGA device

and Application-Speciőc Integrated Circuit (ASIC). Furthermore, Banerjee et al. [57] and Xin et

al. [58] presented a crypto-processor for PQC schemes based on lattices, fabricated in TSMC

40 nm and 28 nm low-power CMOS process, respectively. Finally, as far as the authors know, the

only implementation that adopts SoC FPGA devices focusing on only one speciőc scheme is

addressed in [59]. This study details the implementation of the CRYSTALS-Dilithium using

a softcore processor and hardcore processor. In both implementations, the NTT and inverse

NTT are hardware accelerated. However, Zhou et al. [59] lacks a comprehensive analysis

regarding other bottlenecks in the CRYSTALS-Dilithium scheme, which could also have been

hardware accelerated. Also, a relevant discussion about the overhead and bottleneck in the data

communication between the FPGA and processor are missing.

Considering PQC in AMI, Borges et al. [26] presented a concise security comparison

of key agreement protocols between PQC primitives and traditional problems. Ahn et al. [27]

evaluated quantum-resistant key distribution based on either QKD and PQC techniques in

DER. Also, Cheng et al. [25] proposed a scheme for mutual authentication between SMs and

gateway based on PQC. In [26], a security comparison of key agreement protocols between PQC

primitives and traditional problems was presented.

Symmetric cryptography will be considerably less impacted by the advent of a quantum

computer than asymmetric cryptography. Grover proposed a quantum algorithm for database

search [22], on which Grover’s attack [23] is based. This attack can reduce the security of

the key to half its length as it is a brute-force attack with complexity 𝑂 (
√
𝑁), where 𝑁 is the

key length in bits. Since the security level of 80-bit is considered secure against brute-force

attacks [60], AES-192 and 256 will not be threatened by Grover’s attack, at least in the near

future, because it reduces the security of these schemes to 96 and 128-bits [61], respectively. Yet,

Bogomolec et al. [62] proposed a new quantum-resistant symmetric scheme, based on the AES,

called eAES, which offers an enhanced complexity regarding the quantum cryptanalysis Grover’s

attack compared to AES-256.

The awareness about the role and signiőcance of PQC schemes in providing security and

privacy in AMIs is growing because theoretical advancements and relevant initiatives, such as

the NIST PQC standardization process, have resulted in the introduction of a few PQC schemes
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that can also be feasible for the electricity sector. However, the literature still presents several

gaps regarding practical aspects of quantum-resistant schemes in AMIs. Among these gaps, the

following ones deserve attention:

• A comprehensive evaluation of PQC schemes that can be effectively introduced in AMIs,

considering their unique characteristics, requirements, and constraints. It requires delving

into the strengths and weaknesses of different PQC schemes to determine the most suitable

option for secure communication within AMIs.

• A thorough analysis of the performance and computational burden of PQC schemes. By

identifying the primary bottlenecks, insights can be provided for advancing acceleration

techniques for efficient and effective implementation of PQC schemes in cost-effective

hardware in AMIs. This examination involves exploring trade-offs between performance,

power consumption, and cost.

• A systematic investigation of how to deploy PQC schemes in AMIs, bearing in mind

the processing limitations of SMs. This discussion also needs to include strategies for

integrating PQC schemes with existing communication protocols, updating őrmware, and

interoperability issues.

• A detailed examination of integrating quantum-resistant asymmetric and symmetric

cryptographic schemes within AMIs. As large-scale AMI deployments impose cost

constraints that motivate the search for cost-effective hardware solutions.

Drawing from the gaps observed in the literature, it is clear that there exists an urgent

need to undertake practical investigations to facilitate the design of large-scale AMIs employing

quantum-resistant schemes, especially for dealing with SMs, which are hardware-constrained

devices, play a crucial role.

2.2 PROBLEM FORMULATION

An illustration of how an eavesdropper uses a classical computer to breach the security

of an AMIs is shown in Figure 1. In this illustration, SMs connect to or embed a Dedicated

Cryptographic Module (DCM), which implements cryptographic schemes for key agreement

between parties and ciphering/deciphering and authentication functionalities. On the electric

utility side (i.e., MDMS), another DCM is available to pair with the DCM located on the

consumer/prosumer side. Currently, DCMs only embed classical cryptography schemes, which

is sufficient for protecting sensitive data transmitted through AMIs given the current computing

power of classic computers. In other words, even in the presence of an eavesdropper with a

powerful classical computer, the communication between parties remains secure and private.

However, this sense of security may not be entirely justiőed as the development of

quantum computers continues to progress rapidly. Currently, several companies and governments
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Figure 1 ś A classical scenario where SMs are connected to or embedded a DCM in the presence of an
eavesdropper performing a sniffing attack and making use of a classical computer to decipher SM data.
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are investing in the development of quantum computers, with a powerful quantum computer

anticipated to be realized within the next two decades. Based on quantum mechanics, the

underlying principles of quantum computers render it possible to break both asymmetric and

symmetric cryptography, albeit in distinct ways. Although quantum computers are not yet

available and may not be for several years, current data communication remains at risk. For

example, an eavesdropper could store all communication between parties and decrypt it using a

quantum computer in the future. Consequently, relying on classical ciphers in DCMs of AMIs

to safeguard sensitive data is no longer secure, considering the looming threat that quantum

computers represent, even if it is a future concern.

In light of the current scenario and the impending arrival of powerful quantum computers,

it is crucial to employ quantum-resistant schemes to withstand attacks from both quantum

and classical computers and, ultimately, to come up with truly secure communication within

AMIs. Consequently, it is essential for DCMs to incorporate quantum-resistant schemes, leading

to their evolution into the so-called QR-DCMs, which are DCM implementations utilizing

quantum-resistant schemes. Figure 2 depicts a scenario where DCMs are replaced by QR-DCMs.

Importantly, even in the presence of an eavesdropper with a powerful quantum computer or

when sensitive data are stored, data communication between parties remains secure in the

long-term using quantum-resistant schemes. In this context, the proposal of QR-AMIs that

rely on QR-DCMs, which are equipped with quantum-resistant asymmetric and symmetric

cryptographic schemes, is a timely and signiőcant issue to be addressed, as the presence of

QR-DCMs is essential for ensuring the security of sensitive data transmitted through the AMI.

An existing problem is that off-the-shelf SMs do not have enough processing power to

run quantum-resistant schemes in their processing unit because these devices are produced at the

lowest cost. Moreover, the manufacturers of SMs follow the standards; however, the established

standards do not contemplate a quantum-resistant scheme, as this is a recent issue in the electricity

sector. As the development of QR-DCMs is vital for securing sensitive data transmitted through

AMIs in the quantum era, it is necessary to advance the implementations of quantum-resistant

schemes in SMs. For a feasible implementation of QR-DCM, the following approaches can be

considered for including quantum-resistant asymmetric and symmetric cryptographic schemes

into SMs:
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• Approach #1: This approach entails increasing the processing capacity of the processor

used by a SM, as the QR-DCM would be implemented on it. However, for current SMs,

this call for signiőcant hardware redesign, as the processor must be replaced, requiring

new certiőcations. Moreover, this approach does not isolate keys since only one processor

is available.

• Approach #2: This approach involves adding a dedicated cryptographic processor, where

the QR-DCM would be implemented, to the SM that already contains a general-purpose

processor. This method also demands considerable hardware redesign for existing SMs,

and new certiőcations would be necessary. Different from Approach #1, it provides an

additional layer of security, as the keys would be stored in an isolated processor. In this

sense, an attacker would need to break the communication layer security to access the

general-purpose processor and then break the another layer of security provided by the

dedicated cryptographic module. In this sense, compared with Approach #1, this approach

is safer.

• Approach #3: This approach proposes designing a speciőc module containing quantum-

resistant cryptographic primitives connected to the interfacing ports of SMs and the

communication infrastructure. It is the easiest and most straightforward way to enable

existing SMs to access quantum-resistant cryptographic primitives and it is the convenient

choice for avoiding new hardware redesigns and certiőcation processes. However, since the

QR-DCM is external to the SM, it may present potential security issues, such as facilitating

physical access to the QR-DCM.

Regarding the electric utility side (i.e., MDMS), cryptographic schemes must be imple-

mented within the MDMS, which can have its processing capacity effortlessly upgraded to run

quantum-resistant schemes. In this case, Approach #1 or #2 applies. The MDMS can also

utilize a speciőc quantum-resistant module, referring to the use of Approach #3.

Furthermore, quantum-resistant cryptographic primitives must be implemented in both

SMs and MDMS to be effective. However, no standards or protocols exist for quantum-resistant

Figure 2 ś A quantum-resistant scenario where SMs are connected to or embedded a QR-DCM in the
presence of an eavesdropper performing a sniffing attack and making use of a quantum computer to
decipher SM data.
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communications in AMI, and numerous SMs are already installed in the őeld. In this scenario,

a viable direction for promptly protecting AMIs against security attacks executed by classical

and quantum computers is to foster Approach #3. Consequently, a QR-DCM can be designed

and implemented to provide a QR-AMI, which is an AMI based on quantum-resistant schemes.

Moreover, QR-DCMs can be easily connected to the existing interfacing ports of SMs and

MDMS. In this context, a QR-DCM can overcome the hardware constraints in existing SMs

for performing quantum-resistant communications. Note that Approach #3 can be deemed a

short-term solution because it can be easily attached to the current AMIs to provide quantum

resistance. Long-term solutions, on the other hand, should be based on Approaches #1 or #2, as

they integrate the QR-DCM within the SM, eliminating potential security ŕaws that an external

QR-DCM might present. Among Approach #1 and #2, based on a security perspective, the latter

is a superior option, as it adds a security layer by isolating keys in a dedicated cryptographic

processor but it may be more expensive. For advancing Approach #3, the following research

questions are systematically investigated in this dissertation:

• What kind of quantum-resistant schemes can be feasible and useful for SMs belonging to

QR-AMI? To answer this question, Chapters 4 details two quantum-resistant asymmetric

schemes that offer different trade-offs between security levels and processing costs.

• How feasible is it to implement a quantum-resistant asymmetric cryptographic scheme

that, in theory, prioritizes strong cryptographic principles? The answer to this research

question should consider analyzing resource usage and timing performance on various

hardware using different implementation techniques. Chapter 5 thoroughly discusses this

research question.

• How feasible is it to implement a quantum-resistant asymmetric cryptographic scheme that

is categorized as a lightweight cryptographic scheme? Like the previous research question,

the answer must be based on analyzing resource usage and timing performance on various

hardware using different implementation techniques. This research question is extensively

debated in Chapter 6.

• How does a QR-AMI perform? And, what kind of hardware resources are required to

implement a asymmetric cryptographic scheme based on strong or lightweight crypto-

graphic principles? To answer this research question, Chapter 7, drawing on the results of

Chapters 5 and 6, determines the best combination of hardware, implementation techniques,

and quantum-resistant schemes for possible scenarios.

2.3 SUMMARY

This chapter has presented a thorough literature review focusing mainly on AMI security.

In this sense, the review approach works which uses cryptography to protect sensitive data
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exchange between parties in AMI using asymmetric and symmetric schemes. Works focused

on quantum computer algorithms are also presented, which threats the security of classical

cryptography. Aiming to approach this issue, works based on QKD and PQC are cited and

discussed. Regarding the latter, works based on this approach are discussed, highlighting the

hardware and implementation techniques already studied by the academic community and their

suitability for AMIs. Based on the literature review, the gaps in the literature are pointed out.

This chapter also assess the problem formulation approached in this dissertation. Brieŕy, AMIs

nowadays are not prepared to secure sensitive data in a quantum era as nowadays AMIs are only

equipped with classic cryptography. Considering the rapid advances in the quantum computer

development, it is vital to come up with solutions aiming to protect the sensitive data traveling

through AMIs from the threat of quantum computers. In this regard, the research questions of

this dissertation are presented.
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3 ADVANCED METERING INFRASTRUCTURE

In the electricity sector, AMIs play a crucial role in the successful implementation of

SG [44]. It is a concept that extends Automatic Meter Reading (AMR). Recently, AMR arose

as a step forward to conventional energy metering, where data collection and billing were done

manually and on-site. In AMRs, the device (e.g., SMs) automatically sends reports periodically

to the utility, enabling one-way communication with consumers. Note that in AMRs, utilities

cannot send commands to the metering devices, only the other way around. Aiming to improve

this communication infrastructure, the AMI was introduced to allow two-way communication,

enabling the utility to send commands to meters, favoring both parts.

In this sense, as sensitive data, such as personnel information, travels through the

communication infrastructure, security and privacy are vital for a trustworthy AMIs. Therefore,

this chapter seeks to discuss this concerns, although, before approaching the security issues in

AMI, it is important to have a big picture of its architecture, discussing its key elements, their

responsibilities, and roles. With the AMI architecture in mind, the security issues in AMI must

be discussed. As sensitive data travel through the AMI, vulnerabilities and threats faced by AMIs

must be mapped, identiőed, and discussed, aiming to determine the source of these issues and

alternatives to avoid them. Furthermore, concepts regarding security and privacy in AMI must be

deőned and discussed. These concepts are the pillar for a secure AMI and must be considered in

the initial phase of it, seeking to avoid future vulnerabilities and threats. The main contributions

of this chapter are as follows:

• An introduction of the architecture of an AMI highlighting its main key elements: con-

sumers/prosumers, communication infrastructure, and electric utility. Their importance

in the AMI is discussed along with their interaction with each other. Also, their main

responsibilities are pointed out and discussed.

• A thorough discussion regarding security issues in AMIs. In this sense, vulnerabilities,

threats, security, and privacy issues in AMIs are presented and classiőed. The former

two present ways that an attacker might explore vulnerabilities and how it threats AMIs

security, while the latter two present security and privacy principles that must be followed

by all AMIs.

This chapter is organized as follows: In Section 3.1 it is presented the key elements of

AMIs and its architecture and Section 3.2 will discuss the vulnerabilities, security, privacy, and

threats to provide a better understanding of the security concerns related to the AMI.

3.1 KEY ELEMENTS

The main task of AMIs is to enable two-way communication between customers and

utilities beneőting both parties. Customers can beneőt from remote consumption control, dynamic
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Figure 3 ś Key elements of an AMI.
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electricity pricing, consumption forecast, and other functionalities. Electric utilities, on the other

hand, can beneőt from fault and outage detection, loss measurement, asset monitoring, remote

connection and disconnection of customer loads, and non-technical loss detection. Moreover,

AMI enables the collection of a vast amount of data to understand load patterns and design

automated systems to optimize energy distribution. An AMI with all the aforementioned features

contributes to enhancing power quality and energy delivery reliability, beneőting customers and

electric utilities alike.

The AMI mainly comprises three key elements: consumers/prosumers, communication

infrastructure, and electric utilities, as shown in Figure 3. To comprehensively understand

each of these elements, the following subsections will detail their features and requirements.

Subsection 3.1.1 focuses on consumers/prosumers, highlighting their functionalities and needs.

Subsection 3.1.2 discusses the communication infrastructure, including the technologies involved

in two-way communication between consumers/prosumers and the electric utility. Finally,

Subsection 3.1.3 explores the electric utility, including the necessary infrastructure and equipment

for data collection, processing, and management.

3.1.1 Consumer/prosumer

The term consumer/prosumer in the context of SGs refers to entities such as individuals,

households, or organizations that consume energy from the grid while also having the ability to

generate and sell energy back to it through distributed energy resources like solar panels, wind

turbines, or energy storage systems. This ability to consume and produce energy breaks down the

traditional boundaries between energy producers and consumers and plays a vital role in creating

more efficient, reliable, and sustainable electric power systems.

The consumer/prosumer side primarily comprises meters, such as SMs, responsible for

collecting data and sending periodic readings to the utility. They can also receive requests

from the utility, such as connecting/disconnecting loads or reading grid parameters, and reply
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accordingly.

The SMs are a critical component of the AMI due to their ability to perform tasks beyond

metering electricity consumption. They facilitate bidirectional communication with utilities,

allowing for dynamic electricity pricing, power outage alerts, power quality monitoring, and

real-time access to data for consumers/prosumers. The data obtained from these SMs are valuable

for effective and dynamic energy planning, leading to improved electric power system stability,

efficiency, and reliability.

3.1.2 Communication Infrastructure

The communication infrastructure is critical in the AMI as it enables two-way commu-

nication between customers/prosumers and utilities for data transmission. Its main goal is to

ensure secure and reliable data exchanges between SMs and the MDMS. The communication

network comprises three key elements: Neighborhood Area Network (NAN), Data Concentrator

Unit (DCU), and Wide Area Network (WAN) [63]:

• NAN. This element provides the infrastructure to connect SMs with the DCU. Typically,

short-range communication technologies such as Power Line Communication (PLC)-

Prime [64, 65], Radio Frequency (RF)/PLC [66ś70], G3-PLC [64, 65], Wi-SUN [71],

Wi-Fi [72], RF [66,73ś75], Ethernet [76], among others, are used. The NAN is responsible

for collecting energy data from SMs and transmitting them to the DCU. It is essential for

enabling real-time data collection from SMs to utilities.

• DCU. This element is responsible for receiving and sending data to and from SMs through

the NAN, as well as for receiving and sending data to and from the utility through the

WAN. The DCU acts as a mediator between SMs and the utility, aggregating data from

multiple SMs and sending them to the utility. It is equipped with hardware and software

to store and manage the collected data and handle communication protocols between the

NAN and WAN. If the NAN or WAN services are temporarily unavailable, the DCU stores

the data in its database and forwards it to its destination when the services are restored.

• WAN. This element provides the medium for connecting the DCU to the utility. Typically,

long-range communication technologies such as GPRS/3G/4G/5G [77,78], optic őbers [79],

Broadband (BB)-PLC [80ś83], and the Internet [84], among others, are used. The WAN

is responsible for transmitting data from the DCU to the utility’s server for further analysis

and processing. It enables utilities to manage the collected data, perform real-time analysis,

and use the information to optimize energy distribution.

The communication infrastructure is a crucial element in the AMI and must be carefully

speciőed and designed to ensure reliable and secure information exchanges between SMs, the

DCU, and the electric utilities. Using standardized communication protocols and security
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mechanisms such as encryption and authentication is mandatory to preclude unauthorized access

to data and safeguard the privacy of consumers/prosumers.

3.1.3 Electric Utility

The electric utility side of the AMI is responsible for managing and processing data

received from the consumer/prosumer side through the communication infrastructure. The

MDMS is the core element at the electric utility side, and it plays a crucial role in data collection,

storage, and analysis.

One of the primary functions of the MDMS is to store and manage large amounts of data

from SMs and other devices in the AMI. This data is analyzed for various purposes such as billing,

peak load management, grid parameters monitoring, and energy management. The MDMS also

has the ability to remotely control and manage SMs by ordering their connecting/disconnecting

and requesting power status veriőcation. Moreover, it can acquire energy consumption data

on-demand, enabling better energy management by the utility.

In addition to its real-time monitoring and control capabilities, the MDMS has long-term

data storage, which enables it to provide valuable insights and perform demand forecasts. The

data can also be used to identify patterns and trends in energy consumption, which can be used

for energy planning and management. Furthermore, an MDMS typically offers an Application

Programming Interface (API), which allows third-party applications and services to access and

control SMs and other devices in the AMI. This API enables the development of new services

and applications that can improve energy efficiency, reduce costs, and enhance the overall

functionality of the AMI.

3.2 SECURITY ISSUES IN AMI

Ensuring the security, privacy, and reliability of AMIs is crucial for maintaining the

stability of electric power systems. Vulnerabilities can exist in different components of the

AMI, including the communication infrastructure, SMs, and data management systems. In

Subsection 3.2.1, we will discuss some of the most common vulnerabilities of AMIs, such

as insufficient access control, lack of encryption, and vulnerabilities in the communication

protocols. Later, Subsection 3.2.2 presents the main threats that AMIs face, including cyber

attacks, physical attacks, natural disasters, and human errors. By understanding these threats,

appropriate measures can be taken to mitigate them and ensure the security and reliability of

electric power systems.

To address these vulnerabilities and faced threats, Subsection 3.2.3 delves into security

considerations that should be considered in the design and implementation of AMIs. This includes

strong authentication mechanisms, encryption, and secure communication protocols. Privacy is

also a key concern in AMIs, as energy consumption data can reveal sensitive information about

customers/prosumers. In the sequel, Subsection 3.2.4 discusses privacy aspects that can enable
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secure data exchange, such as data anonymization, data minimization, and consent-based data

sharing.

3.2.1 Vulnerabilities

An AMI can be seen as a collection of interdependent systems (e.g., SM, sensors,

gateways, among others). Each of these systems can present a vulnerability that an attacker can

exploit. Moreover, an adversary can use multiple vulnerabilities to orchestrate a sophisticated

attack on the AMI [85]. The following are some of the main vulnerable elements in the AMI:

• Applications. They manage metering data and value-added services, such as billing.

Common vulnerabilities in software, such as ŕaws and misconőgurations, can be exploited

by adversaries to deliver altered data to customers or utilities, resulting in cyber attacks [86].

• Embedded hardware. It is a signiőcant source of vulnerabilities in the AMI. Hardware

design ŕaws, őrmware ŕaws, or outdated őrmware can all serve as potential weak points for

attackers, especially if they have physical access to the device [11,12,87]. An attacker who

exploits these vulnerabilities can cause a blackout in a house or perform other malicious

actions.

• Data networks. They provide the largest attack surface for the AMI. An attacker can

exploit protocol ŕaws through devices like SMs, routers, and gateways to execute various

attacks [13]. Without strong key management, such as symmetric or asymmetric keys,

data networks lack authentication, conődentiality, and integrity, leaving them vulnerable to

successful attacks.

3.2.2 Threats

The security threats faced by the AMI can be categorized into three main classes: threats

to the system-level security, threats (or theft) to services, and threats to privacy. To address these

threats, countermeasures have been identiőed as follows::

• Threats to the system-level security. These threats can compromise numerous customers

simultaneously. For example, an adversary or a group of adversaries (e.g., a colluding

group) may exploit embedded hardware ŕaws or ŕaws in the data network to access and

alter the program instructions of SMs, changing their alarm threshold. The adversary may

then send a command to all SMs (e.g., a disconnection command) impersonating the utility.

If successful, this attack can cause all the affected SMs to shut off the power, leading to a

blackout. The two main types of attacks in this threat are radio subversion (or takeover)

and denial of service (DoS). They are explained below:

– Radio subversion or takeover. In this type of attack, the adversary attempts to take

control of the communication channel used by SMs. Once the attacker has control,
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they can inject malicious őrmware into the SM or send commands, potentially taking

over buildings, houses, or facilities and causing a loss of availability and integrity.

To mitigate this threat, it is necessary to use encrypted communication, such as the

OpenSSL protocol, which establishes secure TLS-based communication between the

SM and the electric utility [88]. Another option, proposed in [89], is a secure scheme

based on ECC that authenticates control commands in the AMI. Although secure,

this scheme requires high computational cost and data rate link due to the number of

messages exchanged by the entities.

– Denial of Service (DoS). This type of attack aims to weaken the data networks’

performance or even interrupt data communication. The success of this attack can

severely impact the services provided by the AMI, making them unavailable or

with poor performance. DoS attacks can be carried out in several ways, including

RF spectrum jamming, where a radio emitter device is used to interfere with the

communication between SMs and the DCU, interrupting the data communication

[90,91]. Routing attacks are another efficient technique to execute a DoS attack. A

compromised node in a multihop data communication can pose as the shortest path

and mislead the SM data from its intended destination (e.g., a compromised node

posed as the shortest path receives SM data to be retransmitted, but does not forward

it) [91]. Jabbering is another DoS attack that uses a compromised SM to transmit so

much traffic (i.e., ŕooding) that other SMs cannot communicate [13]. To mitigate

the jamming attack, Premarathne and Atiquzzaman [92] designed a solution using

a cognitive radio sensor network in AMI. Additionally, Lee et al. [93] developed a

new mechanism to detect the misbehavior of neighboring nodes in a SM mesh data

network. On the other hand, Hu and Gharavi [94] proposed a novel security approach

based on authentication protocols to prevent DoS attacks.

• Threats or theft via smart metering services. This threat refers to an adversary

compromising a SM to prevent utilities from collecting revenues. One technique involves

intentionally sending incorrect energy consumption data, reducing the amount to be paid

in the monthly bill [95]. The main theft techniques are cloning, compromise/intrusion, and

location fraud, which are brieŕy discussed below:

– Cloning. Usually, with the help of insiders (i.e., electric utility employees), an

adversary can produce a copy of a SM, including its keys and IDs. In possession

of the cloned SM, the attacker can impersonate the original SM to lower their own

energy consumption report by changing the data message or even sending a zero usage

report. Consequently, electric utilities might have signiőcant revenue loss if many

SMs are cloned [96]. A possible countermeasure is to perform őrmware encryption to

ensure that it is impossible for the attacker to tamper with it. Another countermeasure,
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although expensive, is based on RFID tags for ensuring authentication, as proposed

in [96].

– Compromise/intrusion. One possible way to perform energy theft is by disconnecting

the communication module from the SM, making sending energy consumption

reports to the electric utility impossible. This method can be easily detected by

electric utilities due to the lack of reports, although report tampering might be much

harder to identify. For instance, a perpetrator can send a zero usage report, or a

mischievous customer can replay the last energy consumption usage report to the

electric utility. Moreover, the customer can pose as a green energy producer, altering

the report by increasing the units of fake production. A possible countermeasure is

based on a cryptographic approach using a signcryption algorithm with the help of a

trusted authority [97]. Other countermeasures are based on behavioral analysis of the

compromised SM and adversaries [98, 99].

– Location fraud. With the advent of dynamic pricing, an adversary can exploit ŕaws

to change the SM location from a site that charges high energy prices to another site

where it charges low energy prices [100]. A countermeasure for this kind of theft is

a location-aware key management system [101], where the secret key is associated

with the SM location coordinates. If a SM changes its location, it is possible to detect

it by analyzing the secret key.

• Threats to privacy in AMI. As extensively discussed, privacy is paramount for AMIs. A

message alteration or leakage can have fatal outcomes for the target customer, possibly

revealing their identity and personal information to unauthorized entities. The main techni-

ques that compromise customers’ privacy are interception/eavesdropping and forwarding

point compromise.

– Interception/eavesdropping. Packet collection by an unauthorized person (i.e., an

eavesdropper) could invade customers’ privacy if the attacker manages to read the

messages. For instance, energy consumption usage reports can be collected and

analyzed to determine the customer’s routine and even other personal information

[102]. To mitigate eavesdropping, encryption and authentication approaches are

adopted. Due to the importance of this topic, Chapter 4 will bring more details about

it.

– Forwarding point compromise. If a forward entity (e.g., a data concentrator) is

compromised, it can forward SM messages toward an adversary. The adversaries can

extract a signiőcant amount of privacy information if they manage to read the message.

Countermeasure is proposed in [103], in which a novel broadcast authentication

protocol was described.
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3.2.3 Security

Security is a critical aspect of AMI systems, given the sensitive information that ŕows

through the heterogeneous data networks. Therefore, it is essential to consider the following

security aspects from the earliest stages of AMI design [16, 104, 105]:

• Availability. The deployment of SM and AMI has enabled customers to generate and sell

their own energy to utilities, providing greater control and ŕexibility. This new paradigm

places high importance on the availability of SMs as they play a key role in determining

dynamic energy pricing. The ability to remotely connect and disconnect customers and

accurately bill them depends on the availability of SMs. However, it is important to note

that availability is subjective and can vary depending on the application’s purpose. For

instance, alerts of anomalies detected in the grid require immediate reporting while pricing

does not, but both rely on the availability of SMs. Therefore, ensuring the availability of

SMs is one of the main aspects of a reliable and effective AMI.

• Integrity. In AMI, integrity is a critical security aspect, as it guarantees that data,

commands, and alerts transmitted through data networks are generated by authorized

entities and have not been modiőed during transmission. Lack of integrity can result in

incorrect decisions by the systems’ operators, such as mistaken alerts or wrong billing,

which can have severe consequences for customers and electric utilities. Therefore, ensuring

the integrity of AMI is essential for properly functioning electric power systems.

• Confidentiality. It is another vital security aspect of AMI. It is linked to customers’

privacy, and the disclosure of consumption usage data can reveal their way of life and even

indicate if someone is at home. This information can be used for nefarious purposes such

as burglary, espionage, or blackmailing. Hence, it is crucial to ensure that consumption

usage data is conődential and only accessible to authorized entities. The conődentiality

aspect in AMI is ensured by encrypting the data while transmitting through data networks

and ensuring that only authorized entities can access it.

• Authentication. In the context of AMI, authentication is crucial to prevent unauthorized

access to the system and protect sensitive information. Authentication methods can

include passwords, digital certiőcates, biometric identiőers, or other forms of identity

veriőcation. Note that the strength of the authentication mechanism depends upon its

security level. A weak authentication mechanism can be easily bypassed by attackers,

compromising the entire system’s security. Therefore, designing and implementing a robust

authentication mechanism is mandatory for ensuring the security of AMIs. Moreover,

continuous monitoring of authentication mechanisms and updates to strengthen them helps

to prevent potential attacks.

• Non-repudiation. It is an essential aspect of AMI security since it provides evidence of

the origin and authenticity of data, commands, and alerts exchanged within the system.
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Non-repudiation ensures that the parties involved in information exchanges cannot deny

their participation or the authenticity of their messages. This means that once a message

is sent, it cannot be denied by the sender or the receiver, providing accountability in

case of disputes or legal issues. Non-repudiation is often implemented using digital

signatures, which provide a unique and veriőable signature for each message. Therefore,

non-repudiation is a critical security aspect of AMI that ensures the authenticity and

accountability of the exchanged information.

• Access control. It is critical to AMI security, managing access to sensitive data with

procedures and rules for granting or denying access. It can monitor and audit user activities

to detect unauthorized or suspicious access. However, balancing security and utility

is challenging since utilities require access to some data for efficient grid management.

Access control policies must be carefully designed, regularly audited for compliance, and

supplemented with encryption to protect sensitive data during transit and at rest. Careful

management of encryption is necessary to avoid a negative impact on system performance

or usability.

• Auditing. Periodic auditing is crucial in AMI to detect potential security breaches, assess

security controls, and ensure regulatory compliance. Regular audits of system logs,

access controls, and other security measures provide a comprehensive view of the security

posture. It also helps identify areas for improvement, patterns of suspicious behavior, and

unauthorized access. Moreover, auditing is essential in establishing trust with customers

and other stakeholders.

3.2.4 Privacy

A signiőcant amount of data generated by SMs is transmitted through the AMI, and

the volume of data is increasing steadily. Electric utilities previously collected readings on a

monthly basis per meter, but with the implementation of AMI, the frequency of data collection

has increased. For instance, collecting a reading every 15 minutes generates over 8, 000

readings monthly per consumer/prosumer. This increase in data volume can help electric

utilities operate more dynamically and efficiently. However, collecting personal information

through SM data raises concerns about privacy. This data can reveal detailed information about

individual behaviors, activities, and time patterns, potentially exposing sensitive information

about customers. For example, data can reveal the number of occupants in a building, allowing

one to determine whether the property is empty or not.

To address these privacy concerns, several approaches have been proposed in the literature

[106ś109]. These approaches enable the collection of energy consumption usage data while

maintaining customer privacy and usefulness for practical applications such as billing and

demand-supply management. Short descriptions of them are as follows:
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• Anonymity. It refers to the inability to identify which entity sent a given data in an AMI.

This is a crucial privacy target, as it prevents adversaries from determining the source of

sensitive information even if they can collect and interpret the data.

• Unlinkability. It is the characteristic that prevents an adversary from establishing a

relationship between two entities in the system. This privacy feature ensures that observing

the system does not reveal any additional information about the entities if they are unlinked.

• Undetectability. In an AMI with many entities, undetectability is an essential feature that

prevents adversaries from determining whether an item (e.g., a SM or a message) exists or

not.

• Unobservability. It refers to a system’s inability to be observed by an outside observer. In

an AMI, this feature prevents an adversary from detecting whether an entity is transmitting

or not, such as whether a SM is sending an energy consumption message or in an idle state.

• Pseudonymity. To enhance privacy, each SM in AMI should have several identiőers or

pseudonyms to avoid easy recognition of energy consumption data by unauthorized entities.

This feature ensures that only the entities communicating with each other can determine

the other party’s identity, enhancing the privacy of customer data.

3.3 SUMMARY

This chapter has presented an overview regarding AMIs focusing mainly on its security

issues. To do so, őrstly, the key elements of the AMI ś i.e, consumers/prosumers, where the SMs

are placed; communication infrastructure, composed by NAN, DCU, and WAN; and electric

utility, where the MDMS is deployed ś are presented and detailed. Regarding AMI security

issues, it can be divided into four main areas: vulnerabilities, security considerations, privacy

aspects, and threats faced by AMIs. Vulnerabilities in AMI can be exploited when applications

are ŕaw or misconőgured, hardware are not securely deployed, and/or data networks present

breaches. Security in AMI is another concept that must be considered in early stages of AMIs

where availability, integrity, conődentiality, authentication, non-repudiation, access control,

and auditing are its vital aspects. Privacy aspect is another essential feature in AMI aiming to

unable an eavesdropper to extract any sensitive information. To do so, a system which guarantee

privacy must offer anonymity, unlinkability, undetectability, unobservability, and pseudonymity.

Finally, threats faced by AMIs are further divided into threats to the system-level security, where

a numerous customers are simultaneously compromised; threats of theft via smart metering

services, where an adversary compromises SMs preventing revenue collection by electric utilities;

and threats to privacy in AMI, where customer’s privacy is compromised.
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4 POST-QUANTUM CRYPTOGRAPHY

Nowadays, cryptography is present in many aspects of our daily life, often unnoticed.

For example, wire transfers and credit card payments rely on cryptography to ensure that no

attacker corrupts the transaction, providing users with security and reliability. Safe data storage

is another useful application, as logins, passwords, and personal information are protected using

cryptography when stored in databases. Another recent application is a cryptocurrency, which

uses asymmetric cryptography, symmetric cryptography, and hashing. Asymmetric cryptography

is used as a digital signature to allow secure, anonymous, and non-repudiable transactions,

meaning that there is no longer a need for a central player (e.g., a bank) and it is not necessary

to know anything about anyone in the chain. Furthermore, asymmetric cryptography is also

required to perform key exchange between parties for further use as a symmetric key. In turn,

symmetric cryptography is used to encrypt/decrypt sensitive messages. Finally, hashing is used

as proof of work to verify the accuracy of new transactions that are added to the blockchain as it

is a decentralized system.

In addition to the aforementioned applications, the most common use of cryptography

is in communication systems where parties require secure communication protected against

eavesdroppers or interference by a third party. In this scenario, asymmetric and symmetric

cryptography play an important part, enabling secure key exchange between parties, authentication,

and encryption/decryption of messages. Although applications secured by cryptography might

be at low risk, the signiőcant advances in the accomplishment of quantum computers with

the sponsorship of major technology companies put classical cryptography at risk, as already

developed quantum algorithms can easily break it. This concern has increased even more

recently as the quantum computer achieved its őrst quantum supremacy in a particular application,

meaning that a quantum computer solved a problem that a classical computer cannot solve in a

reasonable timeframe.

In this sense, with the advent of a quantum computer in the near future, all systems

that rely on classical cryptography are potentially insecure. This means that wire transfers and

credit cards will no longer be secure, stored logins and passwords might be compromised, and

encrypted communications might not be private anymore, among other applications, leading to

complete global chaos and instability. To anticipate this issue, in 2016, NIST initiated a contest

to evaluate and standardize one or more quantum-resistant asymmetric cryptographic schemes,

called NIST PQC standardization process. In 2022, the őrst four schemes were standardized,

one for KEM and three for digital signature. The standardization process is not yet concluded,

as the NIST intends to standardize more quantum-resistant asymmetric cryptographic schemes.

Aiming to advance in this discussion, this chapter has the following contributions:

• A concise review regarding the background and future trends of quantum computation

and how it threatens classical cryptographic schemes. To do so, the basics of quantum

physics are presented; a comparison between classical and quantum computers is discussed;
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and, őnally, what challenges must be overcome to turn quantum computers scalable and

powerful.

• A discussion of cryptographic fundamentals which will be used throughout this dissertation.

In this sense, asymmetric cryptography is discussed highlighting the KEM. Symmetric

cryptography is also presented by approaching block and stream ciphers. A brief discussion

on how asymmetric and symmetric cryptography interact with each other is also provided.

• A complete scrutiny of the NIST PQC standardization process, presenting the classes

presented in the contest and in what principle they rely on. A deep analysis regarding lattice-

based cryptography is provided, taking a deeper look into FrodoKEM and CRYSTALS-

Kyber schemes.

Based on this discussion, this chapter aims to present the background and future trends

of quantum computation in Section 4.1, discuss the cryptographic fundamentals which allow

data security nowadays in Section 4.2, and őnally, approach the NIST candidates, their classes

schemes, and their differences aiming for security in a quantum era in Section 4.3.

4.1 QUANTUM COMPUTER

In 1927, Werner Heisenberg introduced the uncertainty principle, which asserts that it is

impossible to know everything about a quantum particle simultaneously. The more precisely its

momentum is determined, the less precisely its position can be predicted, and vice versa. Later,

Earle Hesse Kennard and Hermann Weyl derived the inequality that relates the standard deviation

of position 𝜎𝑥 and the standard deviation of momentum 𝜎𝑝:

𝜎𝑥𝜎𝑝 ⩾
ℏ

2
, (4.1)

where ℏ is the reduced Plank constant.

However, it was only in 1962 that the phrase "quantum information theory" was coi-

ned [110], and the suggestion that entanglement might be used as a communication resource was

introduced. In 1981, the theoretical physicist Richard Feynman challenged a group of computer

scientists to develop a new breed of computers based on quantum physics. This challenge has yet

to be fully realized, but signiőcant progress has been made in recent years.

According to the literature, it was not until 1994 that a large number of interesting

theoretical and experimental results appeared in the őeld of quantum computing. That year, Peter

Shor demonstrated that it is possible to efficiently factor large numbers into their primes and

solve the discrete logarithm problem using a quantum computer running a speciőc algorithm

(later known as Shor’s algorithm) [21]. This result signiőcantly impacted the cryptography

community, as many cryptographic algorithms rely on the hardness of integer factorization

or discrete logarithm problem. Due to its importance, Shor’s algorithm will be discussed in

Section 4.3.
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Three years later, in 1998, Isaac Chuang and his team built the őrst quantum computer

with only 2-qubits at the IBM Almaden Research Center [111]. Later, in 2007, the startup

D-Wave revealed its 28-qubit quantum annealer processor1 [112], and in 2011, this company

presented the D-Wave One, the őrst commercially available quantum annealer processor [113].

Only four years later, in 2015, D-Wave announced that the 1000-qubit barrier was broken [114]

and in 2017 the D-Wave 2000Q, a 2000-qubits quantum annealer processor was presented [115].

Yet in 2017, IBM unveils a 17-qubit quantum processor [116] and, in 2018, Google

and Intel presented a 72-qubit and 49-qubit quantum processor [117, 118], respectively. In

2021, IBM presented the IBM Eagle [119], a 127-qubit quantum processor and, in 2022, the

successor of IBM Eagle, called Osprey [120], the most powerful quantum processor known

with 433-qubits. Note that the quantum processors developed by IBM, Intel, and Google aims

universal applications, therefore they are capable of execute the Shor’s algorithm. In the same

year, D-Wave presented its end-to-end quantum platform based on the Advantage quantum

annealer processor with more than 5000-qubits [121].

However, despite these advances, quantum computers are not yet as reliable as state-

of-the-art classical computers. It is essential to emphasize that even though the principles of

quantum computing have been proven to work, quantum computers are not yet powerful enough

to break 2048-bit RSA keys, and it is unlikely that they will be in last than 10 years.

4.1.1 Quantum physics principles

To facilitate the understanding of the basic principles of a quantum computer, it is

essential to address a few important principles of quantum physics, namely superposition and

entanglement. Each of them is brieŕy detailed as follows:

• Superposition. Much like waves in classical physics, quantum states can be added together

and superposed to yield a new valid quantum state. Conversely, every quantum state can be

seen as a linear combination of other distinct quantum states. The double-slit experiment

visually demonstrates the superposition phenomenon by shooting quantum particles at

two narrow slits. A classical particle will always pass through the top or bottom slit, but

a quantum particle can be put in a superposition of two paths: one through the top slit

and the other through the bottom slit. This experiment leaves a pattern that shows that

the quantum particle also behaves as a wave, a concept called wave-particle duality. The

superposition state is the characteristic that allows the so-called quantum parallelism.

• Entanglement. Entanglement is a special connection between particles. A pair or group of

particles is said to be entangled when it is not possible to describe the quantum state of each

particle independently from the quantum states of the other particle(s). The whole quantum

1 Quantum annealer is a branch of quantum computing that approach a restricted set of problems,
commonly optimization problems. Therefore, they are not universal quantum computers and are not
capable of run the Shor’s algorithm, for instance.
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state of the system can be described, but each part of the system cannot. Entanglement can

be created by bringing two particles close together, performing an operation to entangle

them, and then moving them apart again. If two particles are entangled, they will remain

entangled even if they are separated by large distances. The entanglement will manifest in

the outcome of measurements on these particles, which will be correlated regardless of the

distance between them.

Understanding the aforementioned principles, the qubit, which is the foundation of a

quantum computer, can be explained. It is well-known that an electron has a spin, either up

or down (i.e., |1⟩ or |0⟩, respectively, using Dirac notation), with both choices being equally

probable. Until measured, the electron is in a superposition of the two states |1⟩ and |0⟩, known

as a single qubit. A magnetic őeld can be used to initialize a qubit to either spin up or down,

which will maintain for a short period of time until outside inŕuences degrade it. This short

period of time is called coherence time.

For example, some properties of a hydrogen molecule with two electrons can be

represented by a system with two qubits, with the possibility of measuring four different states

(|00⟩, |01⟩, |10⟩, and |11⟩). If the electrons are not entangled, before the measurement, the system

is in a superposition of all four states equally likely. If two qubits are entangled, for instance,

in state ( |00⟩ + |11⟩)/
√

2, if the measurement of the őrst qubit is |0⟩, then the probability of

measurement of the second qubit is |0⟩. This manipulation enables quantum logic, where input

qubits control the behavior of output qubits.

4.1.2 Classical vs quantum computers

Classical and quantum computers differ greatly in how they are built, what they rely on,

how they approach a problem, and how they are programmed. Classical computers have been a

part of our everyday lives for a long time, and technology continues to evolve, with smaller, more

powerful, and more efficient architectures. However, the quantum computer is still in its infancy

and presents many challenges that have yet to be solved, as described in Subsection 4.1.3.

Classical computers are based on bits, which can only assume two values: 0 or 1. In

contrast, quantum computers are based on qubits, which can assume either |0⟩ or |1⟩. Furthermore,

a qubit can be in a coherent superposition of both states simultaneously. Additionally, while

measuring a bit would not disturb its state, measuring a qubit would destroy its coherence and

break the superposition state.

Another signiőcant difference between classical and quantum computers is how they

approach a problem. For instance, consider an optimization problem. A classical computer

using a brute force algorithm would calculate every possible outcome one at a time, eventually

őnding the best solution. On the other hand, a quantum computer with enough qubits can solve

the problem at once because of superposition. A classical 2-bit computer has four possible

states (00, 01, 10, and 11), while a quantum 2-qubit computer has four possible states (|00⟩, |01⟩,
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|10⟩, and |11⟩). However, due to superposition, it can represent all four states simultaneously.

Mathematically, an 𝑛-qubit quantum computer can simultaneously represent 2𝑛 states. This

explains why quantum computers are deemed to be astonishingly more efficient than classical

computers in solving certain classes of problems. For instance, Grover’s algorithm [22] explores

this characteristic to perform efficient searches.

The programming of classical and quantum computers is also distinct. Classical computers

rely on logic gates such as AND, OR, and NOT, which output deterministic values (true or false).

In contrast, quantum computers are based on reversible quantum gates. Each applied constraint

makes some states more likely than others. The states in a quantum computer are unknown until

a measurement is performed, breaking the superposition state.

4.1.3 The challenges of quantum computer

An operable and reliable quantum computer must fulőll the following constraints:

• Stability. The quantum state must have a long coherence time to perform calculations.

• Scalability. It must be possible to create a large number of identical qubits, enabling

interaction over distances while preserving the superposition of the quantum state.

• Manipulation. It must be possible to set an initial state of the qubits at the beginning of

the computation and to measure the result at the end.

The requirements for qubits, particularly stability and scalability, are challenging and

tend to be in conŕict with each other. For example, maintaining stability in large systems can be

difficult. An isolated system is essential for enhancing qubit stability by shielding it as much as

possible from disturbances. Thermal vibrations are detrimental, and quantum computers must

operate at very low temperatures, near zero Kelvin, to provide a feasible coherence time.

A few chemical structures provide the required characteristics to be a qubit candidate.

One such structure of interest is the nitrogen-vacancy center in diamonds. In the diamond

structure, each carbon atom is bound to its four neighbors with covalent bonds. Replacing

one carbon atom with a nitrogen atom creates a new covalent bond that is slightly weaker than

the surrounding carbon-carbon bonds. If a second carbon is removed, a vacancy is created,

resulting in an Nitrogen-Vacant (N-V) center with an extra electron trapped in a rigid carbon

lattice. More details about the N-V center are beyond the scope of this dissertation, but it is

important to mention that this structure has complex optical and electrical behavior. For instance,

the appropriate use of a certain wavelength of light can be used to initialize and measure the spin

of the associated electron.

All the aforementioned characteristics make N-V centers a promising technique as a qubit

technology. A roadmap focused on diamond-based quantum computers is gaining momentum

among researchers; however, there are challenges to overcome. One of them is the ability to
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construct an array of identical qubits, as only a small fraction of implanted nitrogen atoms lead

to the creation of an N-V center, which impacts the scalability of the quantum computer.

Furthermore, light propagation between qubits requires waveguides and other photonic

structures. Diamond is one of the most inert structures known, and this characteristic makes

instrumentation difficult. Despite all the challenges that the N-V center-based qubit presents, the

literature shows that it remains one of the best choices. Overall, the implementation of quantum

computing is still complex and challenging.

4.2 CRYPTOGRAPHIC FUNDAMENTALS

Cryptographic schemes are the most used techniques to protect sensitive data against

adversaries. In an AMI, an infrastructure with multiple entities which require constant messages

exchange, the attack surface is vast. The main countermeasures against these adversaries are

strong encryption and authentication schemes. In this regard, this section seeks to present classical

cryptographic fundamentals useful for AMIs, such as symmetric and asymmetric cryptographic

schemes.

4.2.1 Asymmetric cryptography

Asymmetric cryptography, also known as public-key cryptography, relies on a pair of

keys ś i.e., public and private key. A public key is a key that can be distributed to interested

parties, while private keys (also known as secret keys) can never be shared and must be stored

securely by each part. In this research őeld, there are numerous techniques to provide message

security and key agreement. Three of them are PKE, KEM, and Key Exchange (KEX).

• PKE. It aims to provide encrypted communication between parties. The PKE can be

divided into three steps: (i) key pair generation, where Alice generates a public key 𝑝𝑘𝑎

and private key 𝑠𝑘𝑎 and shares the latter with Bob. This step is required to be performed

only once; (ii) encryption, in which Bob uses Alice’s public key 𝑝𝑘𝑎 to encrypt a message;

and (iii) decryption, where Alice received the encrypted message and uses its own private

key 𝑠𝑘𝑎 to decrypt it. The PKE block diagram is presented in Figure 4 where Bob sends a

message to Alice.

• KEM. It aims to share between parties (e.g., Alice and Bob) a shared secret key ss ś also

known as an ephemeral key ś usually a key for symmetric cryptography. The KEM is

divided into three-step: (i) key pair generation, where Alice generates public key 𝑝𝑘𝑎 and

private key 𝑠𝑘𝑎 and shares the former with Bob; (ii) encapsulation, in which Bob uses

Alice’s public key 𝑝𝑘𝑎 to generate a shared secret key ss and returns an encapsulated key

to be sent do Alice as a ciphertext; and (iii) decapsulation, where Alice uses its private key

𝑠𝑘𝑎 to decapsulate the shared secret key ss, achieving the same one as Bob. This process
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Figure 4 ś Block diagram illustrating the PKE. Note that 𝑝𝑘𝑎, and 𝑠𝑘𝑎 stand for a Alice’s public key and
Alice’s private key, respectively.
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must be repeated occasionally to renew the shared secret key ss, raising security. Figure 5

depicts the KEM.

• KEX. As the KEM, it is also used for key agreement, but the KEX requires both Alice

and Bob to generate their own private key 𝑠𝑘𝑎 and 𝑠𝑘𝑏, respectively. Alice executes a

mathematical operation using its private key 𝑠𝑘𝑎 to generate its public key 𝑝𝑘𝑎, while

Bob does the same generating its public key 𝑝𝑘𝑏 using its private key 𝑠𝑘𝑏. Both public

keys 𝑝𝑘𝑎 and 𝑝𝑘𝑏 are exchanged and a common shared secret key ss can be achieved by

performing another mathematical operation using the other’s public key. The KEX block

diagram is shown in Figure 6.

Figure 5 ś Block diagram illustrating the KEM. Note that 𝑝𝑘𝑎, 𝑠𝑘𝑎, and ss stand for a Alice’s public key,
Alice’s private key, and shared secret, respectively.
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Figure 6 ś Block diagram illustrating the KEX. Note that 𝑝𝑘𝑎, 𝑠𝑘𝑎, and ss stand for a Alice’s public key,
Alice’s private key, and shared secret, respectively.
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Note that to perform PKE, KEM, and KEX, it is required to rely on a cryptographic scheme,

which performs mathematical operations to generate key pair, perform encryption/decryption

or encapsulation/decapsulation. Two popular examples that are usually used for these purposes

are RSA and ECC. The RSA relies on the hardness of factoring the product of two large prime

numbers. On the other hand, ECC relies on the assumption that őnding the discrete logarithm of

a random elliptic curve element with respect to a publicly known base point is infeasible. Both

algorithms are relatively slow compared to symmetric cryptography, so they are not often used

for encryption/decryption (i.e., as PKE). Instead, they are used to exchange a shared secret key

(i.e., as KEM or KEX), which is then used for encryption/decryption.

Regarding KEM and KEX, it can be seen in Figure 6 that the KEX requires both parties

to generate public and private keys. On the other hand, KEM demands that only one party

performs this step, as illustrated in Figure 5. In this sense, KEM is usually preferable, especially

when one party of the key agreement relies on hardware-constrained equipment, leaving the key

pair generation to the pair that has more processing power.

4.2.2 Symmetric cryptography

Symmetric cryptography relies on the same key (i.e., a shared secret key) for encryption

and decryption. The shared secret key can be obtained using asymmetric cryptography, as

described in Subsection 4.2.1. In this sense, Alice and Bob can use symmetric cryptography to

encrypt/decrypt sensitive data using the same shared secret agreed previously (i.e, performing

KEM or KEX). This class of cryptography consists of two main categories: block ciphers and

stream ciphers.

• Block ciphers. It encrypts/decrypts data by taking blocks of 𝑛-bits at a time. For encryption,

the block cipher receives the shared secret key ss and 𝑛-bits of the plaintext and outputs

𝑛-bits of the ciphertext. In the decryption, the process is similar but the shared secret key ss
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Figure 7 ś Simpliőed block diagram of block ciphers. Note that ss stand for shared secret.
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and 𝑛-bits of the ciphertext are the inputs, while the output is 𝑛-bits of the recovered plaintext.

Block ciphers offer high diffusion since a single plaintext block can be used in multiple

encryption iterations, although it can cause a high error propagation rate. Block ciphers

have two common operation modes: (i) conődentiality-only, which focused on keeping the

communication private (e.g., Counter (CTR) mode); and (ii) Authenticated Encryption

with Associated Data (AEAD), which ensures data authentication and conődentiality (e.g.,

GCM mode). AES, TwoFish, and Camellia are very popular block ciphers. Figure 7

depicts a simpliőed block diagram for the block cipher.

• Stream ciphers. It encrypts/decrypts data by taking one byte at a time. More speciőcally,

using the shared secret key ss, the stream cipher generates a keystream, which is xored with

the plaintext, generating the ciphertext. To reverse, the same process is repeated but xoring

the keystream with the ciphertext, recovering the plaintext. This process is repeated until

all plaintext is encrypted and all the ciphertext is decrypted. Stream ciphers are simple to

implement and present good performance. Although, they lack diffusion because each

plaintext digit is mapped to one ciphertext output. Salsa20 and ChaCha20 are relevant

examples of stream ciphers. They can also be combined with AEAD for data authentication

and conődentiality. Figure 8 shows a simpliőed block diagram for the stream cipher.

Nowadays, the most popular symmetric cryptographic schemes are AES and Chacha20.

The AES is a block cipher of 128-bits, with three possible key sizes: 128, 192, and 256-bits. It

can be combined with the GCM (AES-GCM), which is a stream cipher mode for AES2. Also,

the AES is speciőed in NIST Special Publication 800-38D [122] for providing authenticated

encryption (conődentiality and authentication). The Chacha20, speciőed in RFC 7539 [123], on

the other hand, is a stream cipher that supports only a 256-bits key. Based also on the RFC 7539,

the Chacha20 can be combined with the Poly1305 (Chacha20-Poly1305) for also providing

2 Besides the AES is a block cipher, when combined with the GCM it is transformed in a stream cipher
mode.
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Figure 8 ś Simpliőed block diagram of stream ciphers. Note that ss stands for the shared secret.
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authenticated encryption. The Chacha20 is by its construction time constant. Comparing AES

and Chacha20, many processors make intrinsic implementations of the AES available, resulting

in better performance than Chacha20. However, Chacha20 is faster than AES in pure-software

implementation ś i.e., when intrinsic implementation of AES is not available. Overall, both

schemes are secure, as far as it is known, lightweight, and perform well.

4.2.3 Asymmetric and symmetric schemes working together

This section shows the relationship of two important cryptographic concepts: (i) the

secure key agreement between parties (i.e., KEM) and (ii) the encryption/decryption of sensitive

data. They are performed by asymmetric cryptography and symmetric cryptography, respectively.

Figure 9 illustrates these two concepts to provide secure communication between parties, which

are explained in the following.

The upper part of Figure 9 illustrates the KEM, composed of key pair generation,

Figure 9 ś Block diagram illustrating the key agreement between parties using KEM and the encryp-
tion/decryption process. Note that 𝑝𝑘𝑎, 𝑠𝑘𝑎, and ss stand for a Alice’s public key, Alice’s private key, and
shared secret, respectively.
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encapsulation, and decapsulation. One of the parties, in this case, Alice, starts the process of

generating a key pair composed of a public key 𝑝𝑘𝑎 and a private key 𝑠𝑘𝑎. Alice safely stores

the 𝑠𝑘𝑎 and sends a public key certiőcate of 𝑝𝑘𝑎 to Bob, whom randomly generates a shared

secret key ss and encapsulates it using Alice’s 𝑝𝑘𝑎 producing a ciphertext. The ciphertext is

sent to Alice, which uses its stored 𝑠𝑘𝑎 to decapsulate the ciphertext, revealing the ss generated

previously by Bob. After these three steps, both parties hold the same ss, which can be used as a

symmetric key.

After the key agreement between parties, the symmetric cryptography, depicted in the

lower part of Figure 9, can be used to securely transfer data from Alice to Bob and vice-versa.

When data is required to be transmitted by one party, it uses the ss to encrypt data and authenticate

it using a symmetric cryptographic scheme with AEAD. The ciphered data is sent to the other

party, which uses the same ss to decrypt the data and verify it, guaranteeing that the other

party actually sent the data. Besides the ss, other parameters are required by the symmetric

cryptography, but they are public ś e.g., nonce, Additional Authenticated Data (AAD), tag ś and

due to that were omitted in Figure 9.

4.3 POST-QUANTUM CRYPTOGRAPHIC SCHEMES

A quantum computer can potentially outperform a classical computer in some tasks,

which will consequently be exploited to remarkably enhance some areas that heavily depend

upon intensive computation such as artiőcial intelligence, molecular modeling, őnancial mo-

deling, weather forecasting, particle physics, and cryptography, among others. Concerning the

cryptography area, Shor’s Algorithm [21] is going to be a severe threat because it has the capacity

to őnd prime factors of an integer in polynomial-time 𝑂 ((log 𝑁)3), where 𝑁 is the number

to be factorized3. Therefore, if one cannot rely anymore on the hardness of integer factoring

assumption or computing discrete logarithm, the asymmetric cryptography based on large primes

will no longer be secure because an adversary will be allowed to easily factor large numbers or

solve the discrete logarithm problem, which severely compromises popular schemes such as RSA

and ECC. Consequently, the PKE, KEM, and KEX based on these schemes will no longer be

secure, compromising the security of communication.

Note that Shor’s algorithm will only be feasible for large numbers when a quantum

computer with a sufficient number of qubits could operate with very small error ś i.e., without

succumbing to quantum noise and other quantum decoherence phenomena. It is estimated that to

break 2048-bits RSA would take at least one million qubits demanding a time interval longer

than 8 hours. Nowadays, there are very few quantum computers with more than a hundred qubits,

such as the IBM’s Osprey chip with only 433 qubits. Researchers estimate that it will take more

than one decade, maybe two, to achieve the capability to break a 2048-bits RSA.

3 The most efficient known classical factoring algorithm runs in a sub-exponential time
𝑂 (𝑒1.9(log 𝑁 )1/3 (log log 𝑁 )2/3). Shor’s algorithm is almost exponentially faster than the fastest classi-
cal algorithm.
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Since introducing Shor’s algorithm, the scientiőc community has sought solutions to

secure communications. Two main approaches against powerful quantum computers are known

as QKD and PQC. QKD is a hardware-based approach that uses the principle of quantum

mechanics to detect eavesdroppers. As mentioned before, in quantum mechanics, the act of

observing states has an effect on the observed state. Consequently, Alice and Bob know that the

key is secure because an interception will disturb the key, leading to transmission errors, which

can be detected by a legitimate user. This approach needs only a few algorithm replacements or

modiőcations, although it requires an entirely specialized hardware infrastructure (i.e., quantum

enable devices and quantum repeaters) because QKD only works with optical communication

(i.e., optical őber or free space optical). Consequently, it is a very expensive solution due to its

costly infrastructure. QKD also struggles to communicate over long distances, requiring the

use of quantum repeaters. As an alternative, the use of satellites is being investigated using

line-of-sight to overcome the distance issue.

On the other hand, the PQC is a more feasible approach because it is an algorithm-based

solution. In this sense, it can use most of the hardware and data communication infrastructure

that exists today without any distance issues. PQC algorithms will act as current PKE, KEM,

KEX, or digital signature, although instead of being based on the hardness of factoring large

numbers or computing discrete logarithms, which is easily solved by Shor’s algorithm, it will be

based on algorithms that are theoretically hard for quantum (and classical) computers to calculate.

4.3.1 NIST algorithms classes

With all the aforementioned concerns, the NIST, since 2016, has been holding a

PQC process to standardize a quantum-resistant algorithm. For the őrst round, NIST PQC

standardization process received 69 submissions divided into two applications: PKE/KEM

and digital signature. These 69 submitted algorithms can also be divided into six classes:

lattice-based, multivariate, hash-based, code-based, supersingular elliptic curve isogeny, and

symmetric key quantum resistance [124]. A short discussion about them is as follows:

• Lattice-based. It is the general term for primitives that use lattices in their construction or

in security proof. Generally, they are based on problems such as LWE, Ring-Learning

With Errors (R-LWE), Module-Learning With Errors (M-LWE), Module-Learning With

Rounding (M-LWR), 𝑁-th degree Truncated polynomial Ring Units (NTRU), among others.

These schemes have been extensively studied and no successful feasible attacks have been

found so far. Studies suggest that NTRU algorithms have more secure properties than

other lattice-based algorithms. Lattice-based NIST candidates are the majority with more

than 40% of the submissions. FrodoKEM (LWE-based), NTRU Prime (NTRU-based),

CRYSTALS-Kyber (M-LWE-based), NTRU (NTRU-based), and Saber (M-LWR-based)

are PKE/KEM candidates for Round #3 in the NIST PQC standardization process in

the class of lattice-based cryptography. The őrst two remained as alternate candidates,
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while the last three were őnalists with the CRYSTALS-Kyber being the winners of the

contest. In digital signature application, CRYSTALS-Dilithium (M-LWE-based) and

Falcon (NTRU-based) are lattice-based standardized schemes in this class.

• Multivariate. It is a cryptographic system based on the difficulty of solving systems of

multivariate equations. Previous attempts to build a secure system based on multivariate

have failed, although, Rainbow is a őnalist of the NIST PQC standardization process and

Great Multivariate Short Signature (GeMSS) remained as an alternate candidate, both in

the digital signature application.

• Hash-based. A Hash signature-based cryptographic system is one of the oldest signature

methods and has been mostly treated as one alternative for a number-theoretic digital

signature like RSA. Due to the limitation that a hash-based public key can only sign

a limited number of signatures using the corresponding set of private keys, there was

reduced interest in the hash-based signature schemes. Recently it has been revived due

to its resistance to the attack of quantum computers. In the NIST PQC standardization

process, the SPHINCS+, a hash-based scheme for digital signature application, remains an

alternate candidate.

• Code-based. This cryptographic system relies on error-correcting codes, such as the

McEliece encryption algorithm, which has been used for a long date for signatures using

random Goppa codes without being broken. Variants of the McEliece encryption algorithm,

which added structures to reduce the size of keys, have been shown to be insecure. The

Classic McEliece, Hamming Quasi-Cyclic (HQC), and HQC encryption algorithms were

in Round #4 of the NIST PQC standardization process in the PKE/KEM application group.

• Supersingular elliptic curve isogeny. This cryptographic system relies on supersingular

elliptic curves and supersingular isogeny graphs. The combinations of them result in a

Diffie-Hellman (DH) replacement with forwarding secrecy, which can serve as a quantum-

resistant replacement for DH and Elliptic Curve Diffie-Hellman (ECDH) key exchange, a

widely used method nowadays. In Round #4 of NIST PQC standardization process, SIKE

was evaluated in the PKE/KEM application group. Supersingular elliptic curve isogeny

cryptographic system has no őnalist in digital signature applications. Recently, Castryck

and Decru [125] present an isogeny cryptanalysis that breaks the SIKE in a very short time

interval.

• Zero-knowledge proof. It is a method by which one party (the prover) must prove

to another party (the veriőer) that they possess the knowledge of a value, but without

revealing it. The challenge relies on how to prove such possession without revealing the

information itself. Regarding the NIST PQC standardization process, the Picnic scheme

is an alternate candidate in the digital signature application. However, a zero-knowledge
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proof cryptographic scheme has no őnalists either in PKE/KEM or in digital signature

applications.

4.3.2 Lattice-based cryptography

Lattice-based cryptography is a very promising construction for providing data security

and privacy in the quantum era. This trend was conőrmed in the NIST PQC standardization

process, in which the great majority of őnalist candidates were lattice-based and the őnal process

resulted in three out of four standardized schemes being Lattice-based. As this dissertation

focused on lattice-based asymmetric cryptography to provide security and privacy against attacks

from adversaries in possession of quantum computers, this section provides a discussion about it.

In this sense, Subsection 4.3.2.1 presents the notation used throughout this dissertation, while

Subsection 4.3.2.2 introduces the LWE problem and its variants, which are problems that some

lattice-based schemes rely on. In the following, Subsection 4.3.2.3 introduces two promising

PQC schemes (i.e., FrodoKEM and CRYSTALS-Kyber), which besides being lattice-based, use

different approaches and, őnally, Subsection 4.3.2.4 compare both of them.

4.3.2.1 Notation

The notation used in this dissertation is the same one used in the supporting documentation

of the FrodoKEM [126] and CRYSTALS-Kyber scheme [127]. The input and output of functions

of the schemes are byte arrays, and B = {0, ..., 255} is a set of unsigned integers of 8-bits or

a byte. Also, it is assumed that B𝐾 is the set of byte arrays of length 𝐾 and B∗ is the set of

byte arrays of arbitrary length (i.e., a byte stream). The | | symbol denotes the concatenation of

two-byte arrays. ⌈𝑥⌉ = min{𝑚 ∈ Z|𝑚 ≥ 𝑥} is the ceiling function. Given a byte array 𝑎 and a

non-negative integer 𝑘 , 𝑎 + 𝑘 is the byte array starting at byte 𝑘 of 𝑎 (with indexing starting at

zero). The rings 𝑅 and 𝑅𝑞 are denoted by Z[𝑋]/(𝑋𝑛 + 1) and Z𝑞 [𝑋]/(𝑋𝑛 + 1), respectively,

where Z is the set of all integers, Z𝑞 = Z/𝑞Z is the quotient ring of integers modulo 𝑞, and 𝑛 =

2𝑛
′−1 such that 𝑋𝑛+1 is the 2𝑛

′
-th cyclotomic polynomial. The inner product of two 𝑛-dimensional

vectors a, b is represented by ⟨a, b⟩ = ∑𝑛−1
𝑖=0 𝑎𝑖𝑏𝑖. Uppercase and lowercase bold letters are used

for matrices and vectors, respectively, while A𝑇 denotes the transpose of Â and the NTT of the

matrix A, respectively.

4.3.2.2 The LWE problem and its variants

This subsection aims to present an overview of the LWE problem and its variants,

presenting its mathematical basis and comparing them. The LWE problem, proposed by Regev

in [128], requests to recover a secret 𝑠 ∈ Z𝑛𝑞 knowing a sequence of łapproximatež random

linear equations on 𝑠. Formally: set a size parameter 𝑛 > 1, a modulus 𝑞 ⩾ 2, and an error

probability distribution 𝜒 on Z𝑞. Let 𝐴𝑠,𝜒 on Z𝑛𝑞 × Z𝑞 be the probability distribution obtained by

choosing a vector a ∈ Z𝑛𝑞 uniformly at random, choosing 𝜖 ∈ Z𝑞 according to 𝜒, and outputting
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(a, ⟨a, s⟩ + 𝜖), where additions are performed in Z𝑞. Therefore, an algorithm solves the LWE

problem with modulus 𝑞 and error distribution 𝜒 if, for any 𝑠 ∈ Z𝑛𝑞, given an arbitrary number of

independent samples from 𝐴𝑠,𝜒 it outputs s (with high probability).

Later, Lyubashevsky in [129] proposed the R-LWE, a variant of the LWE problem based

on ideal lattices. A lattice is considered ideal when it corresponds to an ideal in a particular

algebraic structure, such as polynomial rings. They are very similar, but while the LWE works

with integer elements, the R-LWE works with elements over polynomial rings. Based on the

R-LWE ideas, Albrecht in [130] introduced the M-LWE. The M-LWE problem can be seen as an

R-LWE problem but with the dimension of the polynomial ring greater than 1 ś i.e., the R-LWE

is an M-LWE problem but with a single dimension.

Comparing the LWE and R-LWE problems, they are distinct in many aspects. The LWE

is a mature and well-studied cryptographic primitive that relies on the hardness of the worst

case of Shortest Vector Problem (SVP) in a standard lattice. It is easily scalable, facilitating the

adaptation for different security levels. Moreover, it is based on very conservative mathematical

principles due to the lack of any additional structure, but it also degrades performance and

requires long keys and ciphertext. On the other hand, R-LWE has an additional algebraic

structure and relies on the worst case of an ideal lattice. Due to such additional algebraic, ideal

lattices are more efficient than standard lattices because they need a small memory and perform

better, but the addition of a structure that is difficult to scale might facilitate malicious attacks.

Furthermore, while standard lattices are based mainly on matrix-by-vector (or matrix-by-matrix)

multiplications, ideal lattices are based on polynomial multiplication, which considerably reduces

the complexity and increases efficiency [131].

The M-LWE tries to get the best of the LWE and R-LWE. It indeed has an additional

structure but it is less structured than R-LWE. According to recent cryptanalytic progress, an

attack against schemes relying on the M-LWE problem seems to be less likely than against

schemes relying on the R-LWE [132]. It also presents a similar performance when compared

with the R-LWE and similar keys and ciphertext sizes. Finally, the M-LWE has better scalability

than the R-LWE problem.

Based on this discussion, it can be said that the LWE problem is the most conservative

one, privileging consolidated principles by the academic community, while the R-LWE is

focused on performance. The M-LWE evaluates a trade-off between consolidated principles and

performance.

4.3.2.3 Promising PQC schemes

This subsection aimed to describe in more detail the quantum-resistant asymmetric

cryptographic schemes investigated in this dissertation (i.e., FrodoKEM and CRYSTALS-Kyber

schemes). Both schemes belong to the same class, lattice-based cryptography; however, each of

them relies on different mathematical principles.
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Regarding the FrodoKEM scheme, it is important to emphasize that it is based on a

conservative approach, relying on the LWE problem, which reduces its performance and requires

a signiőcant amount of memory usage. Although, the LWE problem, and as a consequence,

the FrodoKEM scheme, does not present extra structures (such as used in R-LWE to increase

performance and memory usage), which are not yet well studied and might present weaknesses in

the future. On the other hand, CRYSTALS-Kyber scheme uses a lightweight approach, relying

on the M-LWE problem, which is focused on performance and reduced memory usage. Besides

it uses a few extra structures in the M-LWE problem, this scheme does not jeopardize security

because it is still similar to unstructured lattices used in the LWE problem.

Note that there is an evident contrast between both schemes. The former is very

conservative in secure premises and, as a consequence, compromises performance, while the

latter performs very well but can present security ŕaws in the future. Due to that contrast,

these two schemes are suitable to be compared and evaluated as possible choices to provide

security for AMI. In the following, it is highlighted the main characteristics of these schemes

and Subsection 4.3.2.4 compares both of them. Deeper analysis regarding FrodoKEM and

CRYSTALS-Kyber schemes are approached in Chapters 5 and 6, respectively.

• The FrodoKEM scheme. It is an alternate candidate in the NIST PQC standardization

process in the class of lattice-based cryptography and PKE/KEM category. This scheme

is designed to be conservative yet practical post-quantum constructions whose security

derives from parameterizations of the well-studied LWE problem, not being exposed to

the possible weakness of the added structures in variants of this problem (e.g, R-LWE,

M-LWE). As requested in the NIST PQC standardization process, FrodoKEM is designed

for Adaptive Chosen Ciphertext Attack (IND-CCA2) security at three levels:

– Level 1 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-128): FrodoKEM-640.

– Level 3 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-192): FrodoKEM-976.

– Level 5 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-256): FrodoKEM-1344.

Each of the above schemes is provided with AES-128 or Secure Hash Algorithm and

Keccak (SHAKE)128 algorithms to pseudorandomly generate a large public matrix.

The use of the AES-128 variant is suitable for devices having intrinsic AES hardware

acceleration, while SHAKE128 provides a competitive or better performance in comparison

with the AES variant in the absence of hardware acceleration. For all security levels,

the only operations required are additions and multiplications. FrodoKEM-976 and

FrodoKEM-1344 are post-quantum schemes recommended by the German Federal Office
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for Information Security (BSI) as cryptographically suitable for long-term conődentiality

[133].

• The CRYSTALS-Kyber scheme. It is the winner in the NIST PQC standardization

process in PKE/KEM category. CRYSTALS-Dilithium, a CRYSTALS-Kyber variant for

digital signature, is also one of the winners in the digital signature category. This scheme

derives its security from the M-LWE problem, which uses modules lattices. This type of

lattice can be thought of as a lattice that lies between the ones used in the LWE problem

and those used in the R-LWE problem. They inherit the efficiency of the R-LWE but the

only operations required are additions and multiplications in the Z𝑞 őeld and the NTT.

Moreover, the lattices used in this scheme have less algebraic structure than those used

in R-LWE problems, being closer to the unstructured lattices used in the LWE problem.

Consequently, if an algebraic attack appears in the future against R-LWE, it may be less

effective against M-LWE problems due to its similarity with unstructured lattices. As

requested in the NIST PQC standardization process, CRYSTALS-Kyber is designed for

IND-CCA2 security at three levels:

– Level 1 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-128): CRYSTALS-Kyber-512.

– Level 3 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-192): CRYSTALS-Kyber-768.

– Level 5 in the NIST PQC standardization process (matching or exceeding the brute-

force security of AES-256): CRYSTALS-Kyber-1024.

Similar to FrodoKEM, each of the above schemes are provided with SHAKE variants or

AES-256 to pseudorandomly generate public keys. As previously mentioned, AES-256

variants are suitable for devices having intrinsic AES hardware acceleration. The design

and implementation of CRYSTALS-Kyber and Dilithium have been supported by IBM,

NXP, and other organizations and are the base of the quantum-resistant cryptography

Transport Layer Security (TLS) for IBM Key Protect (the IBM Cloud key management

solution) [134].

4.3.2.4 Schemes Overview

Table 1 summarizes the main characteristics of FrodoKEM and CRYSTALS-Kyber

schemes. As already mentioned, both schemes are lattice-based, but FrodoKEM relies on the

LWE problem, while the CRYSTALS-Kyber in the M-LWE problem. As a consequence, it

reŕects directly in the public key, private key, and ciphertext sizes, which are more than ten

times larger in FrodoKEM than in CRYSTALS-Kyber. Considering these size differences and the

problem each scheme is based on, it can be said that the FrodoKEM scheme has a conservative

approach, while the CRYSTALS-Kyber scheme is a lightweight approach, see Section 4.3.2.2. In
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Table 1 ś Overview of FrodoKEM and CRYSTALS-Kyber schemes.

FrodoKEM
640/976/1344

CRYSTALS-Kyber
512/768/1024

Class Lattice Lattice
Mathematical

Problem
LWE M-LWE

Public Key
Size (bytes)

9616/15632/21520 800/1184/1568

Private Key
Size (bytes)

19888/31296/43088 1632/2400/3168

Ciphertext
Size (bytes)

9720/15744/21632 768/1088/1568

Approach Conservative Lightweight

this sense, the CRYSTALS-Kyber scheme tends to consume fewer memory resources and can be

signiőcantly faster than the FrodoKEM scheme.

4.4 SUMMARY

This chapter aimed to contextualize the urgent necessity of works focused on PQC. To do

so, őrstly, a historic regarding quantum computer is provided, starting from quantum mechanics

principles introduced by Heisenberg until the quantum processors already available nowadays. A

brief discussion regarding quantum mechanics is provided along with the comparison between

classical and quantum computers. Later, important cryptographic concepts are discussed,

such as asymmetric and symmetric cryptography. The former mainly used for key agreement

between parties and the latter for ciphering/deciphering and authentication. Based on the

discussion regarding quantum computer and cryptography fundamentals, the importance of PQC

is highlighted. Brieŕy, under the threat of quantum computer running Shor’s algorithm and the

necessity of the modern digitized society to exchange key securely, the PQC arises as a solution.

In this sense, the NIST PQC standardization process was proposed and 69 submission was

received under 6 different classes. Under these classes, due to its characteristics, the lattice-based

one stood out from the others. Among the lattice-based schemes, two of them presented

interesting characteristics for AMIs and are interesting for deeper evaluation: FrodoKEM and

CRYSTALS-Kyber. The former with strong cryptographic principles, at least in theory, while

the latter based on a lightweight approach.
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5 THE FRODOKEM SCHEME

The asymmetric cryptographic scheme called FrodoKEM [126] is an alternate candidate

in the NIST PQC standardization process and relies on a well-studied principle, called LWE.

Mainly due to that, this scheme is considered cryptographically strong, at least in theory, by the

academic community, and no major vulnerability was reported as far as is known. Although,

it comes at a cost of timing performance and resource usage. In this sense, there are studies

that discuss software and hardware implementations of FrodoKEM [50, 135], which mainly

aims to overcome those constraints. Besides these implementations, the literature also reports

hardware/software co-design implementations.

The FrodoKEM scheme is an option to implement QR-AMI due to its strong cryptographic

principles; however, some aspects must be investigated because of the large-scale implementation

of AMIs impose constraints on costs, which directly reŕects on using hardware-constrained

devices. In this regard, it must be veriőed if it is feasible to implement the FrodoKEM in these

devices. For instance, Fritzmann et al. [55] detailed a RISC-V co-processor for lattice-based

cryptography using hardware to accelerate the NTT transform and hash generation using an

SoC FPGA device. However, the literature lacks evaluations of the FrodoKEM scheme using

a hardware/software co-design implementation on hardware-constrained SoC FPGA, in which

hardware accelerates the main bottlenecks of the scheme. Such evaluations are valuable analysis

for AMIs.

This chapter investigates the usefulness of implementing the FrodoKEM scheme as the

KEM for ensuring quantum-resistant symmetric key exchange between nodes in the AMI relying

on the Approach #3; however its őndings are also valid for Approaches #1 and #2. The choice

of the FrodoKEM scheme relies mainly on its strong cryptographic principles, a conservative

choice since the cryptanalysis shows that attacks on a non-structured lattice (i.e., LWE problem)

are less likely than in a structured lattice (i.e., R-LWE and M-LWE problem). In this regard,

the software implementation of the FrodoKEM scheme using a microcontroller and a low-cost

processor and the hardware/software co-design implementation using an SoC device are detailed.

The main contributions of this chapter are as follows:

• An analysis of functions of the FrodoKEM scheme that are most time-consuming which

are suitable candidates to be hardware accelerated when a hardware-constrained QR-DCM

based on an SoC FPGA device is available. Moreover, a presentation of a hardware/software

co-design implementation of the FrodoKEM scheme on a hardware-constrained QR-DCM

that uses an SoC FPGA device.

• A performance comparison between software implementation of the FrodoKEM scheme

using a microcontroller and a low-cost processor with the hardware/software co-design

implementation using an SoC device in terms of execution time. Also, an analysis of

hardware resource usage demanded by the hardware/software co-design implementation of

the FrodoKEM scheme in an SoC FPGA device.
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The rest of this chapter is organized as follows: Section 5.1 provides a concise presentation

of the FrodoKEM scheme; In Section 5.2 a detailed description of the hardware used in this

dissertation is provided; Section 5.3 addresses the software implementation of FrodoKEM and

Section 5.4 the hardware/software co-design implementation of the scheme; Section 5.5 discusses

numerical results of hardware resource usage, execution time, and performance comparison

between implementations; őnally, Section 5.6 outlines concluding remarks.

5.1 BACKGROUND OF THE FRODOKEM SCHEME

The FrodoCCS key exchange scheme [136] was designed by exchanging a little efficiency

for high-security trust in the post-quantum era. Its simplicity is conőrmed by applying only

basic operations, such as addition and multiplication. Furthermore, its parameter adjustments

are more ŕexible and easier to scale than ideal lattice-based schemes, such as the NewHope

[137]. The latter has more restrictions as it uses the NTT algorithm for polynomial multiplication.

Consequently, FrodoCCS can achieve different security levels with linear resource expenditure.

Based on FrodoCCS, the FrodoKEM scheme [126], which is a KEM, was submitted to the NIST

PQC standardization process. It was selected for the third round of the competition as one of

eight alternate candidates. The values of the parameters used by Algorithms #1, #2, and #3 are

speciőed in Table 2. Note that 𝐷 is the exponent which deőnes the scheme modulus 𝑞 = 2𝐷 ;

𝑛, 𝑛, and 𝑚 are integer matrix dimensions with 𝑛 ≡ 0 (𝑚𝑜𝑑 8). Observing Table 2, we can

see that the size of public key, private key, and ciphertext are considered large, especially for

hardware-constrained equipment. More details about the choice of these parameters are shown

in [126].

5.1.1 The Frodo Key Encapsulation Mechanism Scheme

The FrodoKEM scheme can be basically divided into three algorithms: key pair generation,

encapsulation, and decapsulation [126] as described in Algorithms #1, #2, and #3, respectively.

A few subroutines are called by these algorithms, see [126] for more details. Brieŕy, the Gen(.)

function receives as input a seed and outputs a matrix A ∈ Z𝑛×𝑛𝑞 which was generated using a

hash function. Similarly, the SampleMatrix(.) function outputs a matrix sampled from the 𝜒

error probability distribution. The Pack(.) function transforms the received matrix into a bit

string, while Unpack(.) function does the opposite. Finally, the Encode(.) function encodes bit

Table 2 ś Parameter values for the FrodoKEM scheme.

FrodoKEM 𝐷 𝑞 𝑛 𝑛 𝑚
Public key
size (bytes)

Private key
size (bytes)

Ciphertext
size (bytes)

640 15 215 640 8 1 9616 19888 9720
976 16 216 976 8 1 15632 31296 15744
1344 16 216 1344 8 1 21520 43088 21632
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Algorithm #1: Key pair generation
Input: None
Output:
Public key: 𝑝𝑘 ∈ {0, 1}lenseedA+𝐷·𝑛𝑛,
Private key: 𝑠𝑘′ ∈ {0, 1}lens+lenseedA+𝐷·𝑛𝑛 × Z𝑛×𝑛𝑞 × {0, 1}lenpkh

Procedure:
Choose uniformly random seeds: s| |seedSE | |z←$ 𝑈 ({0, 1}lens+lenseedSE+lenz)
Generate a pseudo-random seed: seedA ← SHAKE(z, lenseedA)
Generate Matrix A ∈ Z𝑛×𝑛𝑞 via A← Gen(seedA)
Generate pseudo-random bit string:
(r(0) , r(1) , ..., r(2𝑛𝑛−1)) ← SHAKE(0x5F| |seedSE, 2𝑛𝑛 · len𝜒)

Sample error matrix ST ← SampleMatrix((r(0) , r(1) , ..., r(𝑛𝑛−1)), 𝑛, 𝑛, 𝑇𝜒)
Sample error matrix E← SampleMatrix((r(𝑛𝑛) , r(𝑛𝑛+1) , ..., r(2𝑛𝑛−1)), 𝑛, 𝑛, 𝑇𝜒)
Compute B← AS + E
Compute b← Pack(B)
Compute phk← SHAKE(seedA | |b, lenpkh)
Return:
Public key 𝑝𝑘 ← seedA | |b
Private key 𝑠𝑘′← (s| |seedA | |b, ST, pkh)

strings as mod-𝑞 integer matrices. On the other hand, the Decode(.) function does the inverse

operation. Finally, all bit string lengths (lenseedA , lenseedSE , len𝜇, lens, lenk, lenpkh, lenss, lenz,

len𝜒) are previously known constants; and 𝑇𝜒 is the distribution table for sampling.

The main part of the key pair generation (Algorithm #1) is the calculation of the LWE

sample operation B← AS+E. The matrix A is generated by a pseudo-random seed while seedA

is created from a uniformly random seed hashed by a function. The FrodoKEM scheme can use

two hash functions: a hash based on the AES cipher and the SHAKE128 hash algorithm. The

matrices E and S are sampled according to the distribution 𝜒. Later, matrix B is packed into bit

string b, and the bit string seedA and b are hashed to get a hash value phk. Finally, the public key

𝑝𝑘 is composed of seedA and b, while the private key 𝑠𝑘′ is composed of s (previously uniformly

random generated), seedA, b, ST, and pkh.

In the encapsulation (Algorithm #2), three noise matrices are generated: S′, E′, and E′′.

To create these matrices, a pseudo-random bit string is sampled according to 𝜒. The input of the

algorithm, bit strings seedA and b, are used to retrieve matrices A and B. Later, they are used

to calculate B′ ← S′A + E′ and V ← S′B + E′′. Using the matrix V added by the encoded 𝜇

(previously uniformly random generated), the matrix C is created. Then, matrices B′ and C are

packed, generating bit strings c1 and c2, which concatenated form the ciphertext. Finally, bit

strings c1, c2, and k (pseudo-randomly generated using the hash function) are hashed, creating

the shared secret key ss.

The decapsulation (Algorithm #3) aims to check if the ciphertext (c1 ∥ c2) is valid. To

keep it short, bit strings c1 and c2 are unpacked, retrieving matrices B′ and C. Then, M← C+B′S

is calculated and then decoded, getting 𝜇′. The encapsulation steps are redone, although this
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Algorithm #2: Encapsulation
Input:
Public key: 𝑝𝑘 = seedA | |b ∈ {0, 1}lenseedA+𝐷·𝑛𝑛

Output:
Ciphertext: c1 | |c2 ∈ {0, 1}(𝑚𝑛+𝑚𝑛)𝐷
Shared secret key: ss ∈ {0, 1}lenss

Procedure:
Choose a uniformly random key: 𝜇←$ 𝑈 ({0, 1}len𝜇 )
Compute pkh← SHAKE(𝑝𝑘, lenphk)
Generate pseudo-random values seedSE | |k← SHAKE(phk| |𝜇, lenseedSE + lenk)
Generate pseudo-random bit string:
(r(0) , r(1) , ..., r(2𝑚𝑛+𝑚𝑛−1)) ← SHAKE(0x96| |seedSE, (2𝑚𝑛 + 𝑚𝑛) · len𝜒)

Sample error matrix S′← SampleMatrix((r(0) , r(1) , ..., r(𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)
Sample error matrix E′← SampleMatrix((r(𝑚𝑛) , r(𝑚𝑛+1) , ..., r(2𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)
Generate A← Gen(seedA)
Compute B′← S′A + E′

Compute c1 ← Pack(B′)
Sample error matrix E′′:
E′′← SampleMatrix((r(2𝑚𝑛) , r(2𝑚𝑛+1) , ..., r(2𝑚𝑛+𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)

Compute B← Unpack(b, 𝑛, 𝑛)
Compute V← S′B + E′′

Compute C← V + Encode(𝜇)
Compute c2 ← Pack(C)
Compute ss← SHAKE(c1 | |c2 | |k, lenss)
Return:
Ciphertext c1 | |c2

Shared secret key ss

time generating matrices B′′ and C′. If matrices B′′ and C′ matches with matrices B′ and C, the

shared secret key returned is the hash of c1, c2, and k′ (pseudo-randomly generated using hash

function based on 𝜇′). Otherwise, the shared secret key returned is the hash of c1, c2, and s (part

of the secret key 𝑠𝑘′).

More information and details about the parameters, the error sampling procedure, the

lattice structure, and security proofs can be consulted in the official speciőcation of FrodoKEM

[126,138].

5.2 HARDWARE DESCRIPTION

This section aims to describe and justify the hardware and implementation choices that

will be used to evaluate the FrodoKEM scheme. Depending on application constraints and relying

on Approach #3, the QR-DCM implementation can be accomplished using a microcontroller- and

SoC-based hardware because both of them offer distinct trade-offs for implementing QR-DCMs.

For instance, adopting a microcontroller results in a low-cost solution that demands a long

execution time, while a SoC-based solution is more expensive but offers hardware acceleration of
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Algorithm #3: Decapsulation
Input:
Ciphertext: c1 | |c2 ∈ {0, 1}(𝑚𝑛+𝑚𝑛)𝐷
Private key: 𝑠𝑘′ = (s| |seedA | |b, ST, pkh) ∈ {0, 1}lens+lenseedA+𝐷·𝑛𝑛 × Z𝑛×𝑛𝑞 × {0, 1}lenpkh

Output:
Shared secret key: ss ∈ {0, 1}lenss

Procedure:
Compute B′← Unpack(c1, 𝑚, 𝑛)
Compute C← Unpack(c2, 𝑚, 𝑛)
Compute M← C + B′S
Compute 𝜇′← Decode(M)
Parse 𝑝𝑘 ← seedA | |b
Generate pseudo-random values:
seed′SE | |k′← SHAKE(phk| |𝜇′, lenseedSE + lenk)

Generate pseudo-random bit string:
(r(0) , r(1) , ..., r(2𝑚𝑛+𝑚𝑛−1)) ← SHAKE(0x96| |seed′SE, 2𝑚𝑛 + 𝑚𝑛 · len𝜒)

Sample error matrix S′← SampleMatrix((r(0) , r(1) , ..., r(𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)
Sample error matrix E′← SampleMatrix((r(𝑚𝑛) , r(𝑚𝑛+1) , ..., r(2𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)
Generate A← Gen(seedA)
Compute B′′← S′A + E′

Sample error matrix E′′← SampleMatrix((r(2𝑚𝑛) , r(2𝑚𝑛+1) , ..., r(2𝑚𝑛+𝑚𝑛−1)), 𝑚, 𝑛, 𝑇𝜒)
Compute B← Unpack(b, 𝑛, 𝑛)
Compute V← S′B + E′′

Compute C′← V + Encode(𝜇′)
if B′| |C = B′′| |C′ then

k← k′

else
k← s

end
Return:
Shared secret key ss← SHAKE(c1 | |c2 | |k, lenss)

time-consuming routines and, consequently, a short execution time. Brief descriptions of these

hardware are detailed as follows:

• Microcontroller. This hardware has low-energy consumption and, consequently, a not-

so-fast processing unit for performing its tasks. It őts well for low processing power

(e.g., processing a small amount of data). The chosen microcontroller is in the EK-

TM4C129EXL evaluation kit [139], which relies on an ARM Cortex-M4F with 120 MHz

operation, 1024 kB ŕash memory, 256 kB single-cycle System SRAM, 6 kB of EEPROM,

and other features and well-established interfaces. Figure 10 shows the development board

based on this microcontroller, which only allows software implementation.

• SoC FPGA device. The chosen SoC FPGA device is in the MicroZed 7010 Board [140].

Consequently, the development board is a System on Module (SoM) based on the Xilinx
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Figure 10 ś EK-TM4C129EXL evaluation kit

Source: Texas Instruments.

Zyqn-7000 SoC with 1 GB of DDR3 SDRAM, 128 Mb of QSPI Flash, 33.33 MHz

oscillator, and other features and well-established interfaces. The Xilinx Zyqn-7000 SoC

used is an XC7Z010-1CLG400C, which is composed of a Processing System (PS) and

Programmable Logic (PL). The PS is based on an ARM Cortex-A9 processor with ARMv7

architecture. On the other hand, the PL is based on a FPGA with 28 k programmable

logic cells, 17.6 k Lookup Tables (LUTs), 35.2 k registers, 60 Block Random Access

Memory (BRAM) with 36 kb each, and 80 Digital Signal Processing (DSP) blocks [140].

Using a Phase-Locked Loop (PLL), 666.66 MHz and 100 MHz clocks are derived from the

33.33 MHz built-in oscillator to feed the PS and PL, respectively. This development board

is ŕexible and allows different implementations, such as software implementation (i.e,

using only the ARM Cortex-A9 processor) or hardware/software co-design implementation

(i.e., using ARM Cortex-A9 and FPGA together). Figure 11 shows the development board.

Based on these two development boards, the following implementations are discussed:

• Implementation #1. A bare-metal software implementation using the ARM Cortex-M4F

in the TM4C129EXL-based development board. This implementation is based on a

low-cost microcontroller with low-power processing unit.
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Figure 11 ś MicroZed 7010 Board

Source: Texas Instruments.

• Implementation #2. A bare-metal software implementation using the ARM Cortex-A9 in

the MicroZed 7010 board. When compared with Implementation #1, this implementation

has more processing capacity because it is based on a high-power processing unit, which

reŕects in a more expensive device. However, among the processors available in the market,

it can yet be considered a low-cost processor.

• Implementation #3. A hardware/software co-design implementation using the ARM

Cortex-A9 and FPGA also in the MicroZed 7010 board. This implementation, when

compared with Implementations #1 and #2, is the one which has the most processing

capacity. However, this reŕects on costs, but even so it is considered a low-cost SoC device

when compared with other SoCs in the market.

Implementations #1 and #2 aim to show the performance difference between low- and

high-power processing units based on a microcontroller (ARM Cortex-M4F) and a low-power

processor (ARM Cortex-A9) only, while Implementation #3 seeks to evaluate the improvement

when hardware acceleration is available. Table ?? summarize this section, systematically showing

the implementation technique, hardware, processing unit, and approach of Implementations #1,

#2, and #3.
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Table 3 ś Summarize of the implementations.

Implementation
#1

Implementation
#2

Implementation
#3

Implementation
technique

Software Software
Hardware/software

co-design

Hardware Microcontroller
SoC FPGA

device
SoC FPGA

device
Processing

Unit
ARM

Cortex-M4F
ARM

Cortex-A9
ARM Cortex-A9 +

XC7Z010-1CLG400C

Aproach Low-cost
Trade-off between

cost and performance
High performance

5.3 SOFTWARE IMPLEMENTATION

This section details the software implementation of the FrodoKEM scheme on ARM

Cortex-M4F microcontroller (i.e., Implementation #1) and ARM Cortex-A9 processor (i.e.,

Implementation #2). To do so, this section is organized as follows: In Subsection 5.3.1, it is

discussed a preliminary analysis of the CRYSTALS-Kyber scheme implemented on the ARM

Cortex-M4F microcontroller and ARM Cortex-A9 processor, showing the most time-consuming

functions that must be considered to be hardware implemented; and Subsection 5.3.2 provides

additional details about the software implementation of the matrix-by-matrix multiplications and

the SHAKE128 hash function.

5.3.1 Preliminary Analysis

A preliminary analysis of the FrodoKEM scheme is necessary to identify the most

time-consuming functions. As already discussed in Section 5.1, the FrodoKEM scheme relies

on conservative primitives that are more complex to be performed. Due to that, only the

FrodoKEM-640 is approached in this chapter, as the two versions of FrodoKEM with higher

security levels (i.e., FrodoKEM-976 and FrodoKEM-1344) are even more penalized in terms

of timing performance, being prohibitive their deployment in data communication systems

which requires rapid responses and are cost-effective, such as AMIs. For the sake of simplicity,

FrodoKEM-640 will be called only FrodoKEM henceforth.

To identify the main bottlenecks associated with the Implementations #1 and #2 of

FrodoKEM, the code from [124] was executed on an ARM Cortex-M4F microcontroller and

Cortex-A9 ARM processor. After a detailed analysis of the code execution, the following three

operations stood out as the most time-consuming:

• B ← AS + E. It is used in the key pair generation process, has a high computational

burden because of its large matrix-by-matrix multiplication, which requires long loops

with addition and multiplication operations.
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Table 4 ś The relative execution time, in percentage, of the FrodoKEM-640 scheme based on Implemen-
tation #1.

Operation
Key Pair

Generation
Encapsulation Decapsulation

B← AS + E 28.84% - -
B′← S′A + E′ - 46.79% 45.75
SHAKE128 57.95% 42.53% 43.76%
Others 13.21% 10.68% 10.49%

• B′ ← S′A + E′. It is even more expensive than B ← AS + E because it is used in both

encryption and decryption algorithms.

• SHAKE128 hash function. The most expensive operation is the SHAKE128 hash function,

a speciőc version of the SHAKE hash function. It is time-consuming in all three algorithms

due to its loop-based structure.

These operations demand relevant computational burdens because of the large size of FrodoKEM

keys and the use of a public or private key, directly or indirectly. Table 4 summarizes the relative

time-consuming of the functions used by the FrodoKEM-640 scheme in the ARM Cortex-M4F

microcontroller. Similar results were achieved for the ARM Cortex-A9 processor; however, for

simplicity, they are omitted.

5.3.2 Implementation

Relying on the preliminary analysis presented in Subsection 5.3.1, three functions must

be discussed in more detail to understand why they are the most time-consuming routines:

B← AS + E and B′← S′A + E′, and SHAKE128 hash function.

Starting with the B ← AS + E operation, due to the size of matrix A, it is unfeasible

to generate it all at once in an embedded device due to its memory constraints. Therefore,

matrix A is generated slightly differently as presented in Algorithm #4. To reduce the necessity

of large memory, generating parts of the matrix A on the ŕy and overwritten by a new part

after use is proposed. Due to this technique, the FrodoKEM scheme can be embedded in

hardware-constrained equipment. Therefore, the matrix-by-matrix multiplication AS has three

main loops. Four rows of the matrix A are generated on the ŕy using the SHAKE128 hash

function in the outer loop. The middle loop selects one column from the previously fully

generated matrix S. In the inner loop, four elements, one element of each of four generated rows

of the matrix A, are multiplied by one element from the selected matrix column S, and the four

results are accumulated. Note that there is a trade-off between the number of rows of matrix

A generated at once versus memory resources used. If more rows are generate at once, more

memory is required and vice-versa. Algorithm #4 shows the process in detail, as illustrated in

Figure 12.
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Algorithm #4: B← AS + E
Input:
Matrix S: S ∈ Z𝑛×𝑛𝑞

Matrix E: E ∈ Z𝑛×𝑛𝑞

Seed: seedA ∈ {0, 1}lenseedA

Output:
Matrix B: B ∈ Z𝑛×𝑛𝑞

Procedure:
A ∈ Z4×𝑛

𝑞 ← {0}4×𝑛
B← E
for 𝑖 ← 0, 4, 8, ..., 𝑛 do
A[0..3] ← 𝑠ℎ𝑎𝑘𝑒128(seedA)
for 𝑘 ← 0, ..., 𝑛 do
𝑠𝑢𝑚 ∈ Z4

𝑞 ← {0}4
for 𝑗 ← 0, ..., 𝑛 do
𝑠𝑢𝑚 [0..3] ← 𝑠𝑢𝑚 [0..3] + A[0..3, 𝑗] · S[𝑘, 𝑗]

end
B[𝑖 + 0..3, 𝑘] ← B[𝑖 + 0..3, 𝑘] + 𝑠𝑢𝑚 [0..3]

end
end

The operation B′← S′A+E′ occurs differently from the previous one. It also (re)generates

the matrix A on the ŕy, although the multiplication process must be adapted. It occurs because

the regenerated matrix A, used in the encapsulation and decapsulation processes, must be the

same as used in the key pair generation. Therefore, each SHAKE128 hash function will generate

a row of the matrix A, which will slightly complicate the logic of the multiplication process,

considering that the matrix A in this operation is on the right-hand side and it is no longer

possible to multiple an entire row of the matrix A by an entire column of the matrix S, in this

case, the matrix S′. The Algorithm #5 presents this matrix-by-matrix multiplication process,

which is also pictured in Figure 13.

Figure 12 ś Operation AS← A × S. Multiplication of four rows of the matrix A by matrix S.
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Algorithm #5: B′← S′A + E′

Input:
Matrix S′: S′ ∈ Z𝑛×𝑛𝑞

Matrix E′: E′ ∈ Z𝑛×𝑛𝑞

Seed: seedA ∈ {0, 1}lenseedA

Output:
Matrix B′: B′ ∈ Z𝑛×𝑛𝑞

Procedure:
A ∈ Z4×𝑛

𝑞 ← {0}4×𝑛
B′← E′

for 𝑖 ← 0, 4, 8, ..., 𝑛 do
A[0..3] ← 𝑠ℎ𝑎𝑘𝑒128(seedA)
for 𝑘 ← 0, ..., 𝑛 do
𝑠𝑢𝑚 ∈ Z𝑛𝑞 ← {0}𝑛
for 𝑗 ← 0, ..., 4 do
for 𝑝 ← 0, ..., 𝑛 do
𝑠𝑢𝑚 [𝑝] ← 𝑠𝑢𝑚 [𝑝] + S′[𝑘, 𝑖 + 𝑗] · A[ 𝑗 , 𝑝]

end
end
for 𝑗 ← 0, ..., 𝑛 do
B[𝑘, 𝑗] ← B[𝑘, 𝑗] + 𝑠𝑢𝑚 [ 𝑗]

end
end

end

Finally, SHAKE128 [141] is a hash function with an output length of 256-bits and a

security level of 128-bits. SHAKE128 is an instance of SHA-3, the latest member of the Secure

Hash Algorithm family of standards, released by NIST. The SHA-3 family is based on the

sponge construction [142], which is shown in Figure 14. The SHAKE128 hash function uses the

Keccak- 𝑓 [1600] function as the transform function composed of őve permutation steps, whose

parameters are the block size 𝑟 equal to 1344-bits and its capacity 𝑐 equal to 256-bits, resulting

in the internal state with 1600-bits. The SHAKE128 hash function can be divided into two main

Figure 13 ś Operation S′A← S′ × A. Multiplication of őrst four elements of the őrst four rows of the
matrix S′, highlighted in dark purple, by four rows of the matrix A.
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Figure 14 ś Sponge construction.
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parts: the absorbing and squeezing phases. In the absorbing phase, the input blocks (message)

are xored into the bit string 𝑟 of the internal state. Then, the internal state is inputted in the

Keccak- 𝑓 [1600] function. When the entire input message is absorbed, the squeeze phase begins.

In this case, the outputted blocks are read from the bit string 𝑟 of the state, alternating with the

Keccak- 𝑓 [1600] function until the desired output size is reached.

5.4 HARDWARE/SOFTWARE CO-DESIGN IMPLEMENTATION

This section details the proposed hardware/software co-design implementation using the

ARM Cortex-A9 together with the FPGA (i.e., Implementation #3) of the FrodoKEM scheme.

Considering the results in Table 4, it can be seen that the execution time reduction can be attained

by implementing the most time-consuming functions

Figure 15 shows the block diagram of the proposed hardware/software co-design

implementation of the FrodoKEM scheme. The PS, based on an ARM Cortex-A9, is where the

software implementation is placed. The interconnect instance is responsible for providing an

interface between the PL using the Advanced eXtensible Interface Memory Mapped (AXI-MM)

protocol [143]. Finally, the PL, based on an FPGA, is where the operations AS← A × S and

S′A← S′ × A together with the SHAKE128 hash function are hardware implemented, based on

the results of Table 4. From now on, these operations and functions implemented in hardware

will be called blocks, allowing to distinguish operations and functions from the software and

hardware implementations. The blocks AS ← A × S, S′A ← S′ × A, and SHAKE128 are

detailed in Subsections 5.4.1, 5.4.2, and 5.4.3, respectively.

It is important to mention that it is not used Direct Memory Access (DMA) technique in

this hardware/software co-design implementation of the FrodoKEM because the data exchanged

between the software and hardware are in small fractions; consequently, the reduction of

time in data exchange when this technique is deployed is relatively small and still requires a

considerable amount of hardware resources. Furthermore, it is also important to mention that the

implementation of the blocks AS← A × S, S′A← S′ × A, and SHAKE128 are timing constant

in order to be secure against timing side-channel attacks.
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5.4.1 The Block AS← A × S

The operation B ← AS + E, which consumes almost 30% of the total time of the key

pair generation, has its matrix-by-matrix multiplication implemented in hardware as the block

AS← A×S. The operation of adding matrix E is performed in software, as it is not an expensive

operation and would not bring signiőcant time saving, under the assumption that the transferring

time of the matrix E from PS to PL is taken into account.

Figure 16 shows the hardware schematic of the block AS ← A × S. The schematic

consists of four main instances: BRAMs of the matrix A, BRAMs of the matrix S, a multiplier

instance, and BRAMs of the matrix AS. Note that BRAMs are where more data are stored.

As mentioned earlier, matrix A is generated on the ŕy to save memory resources. Four

rows are generated and transmitted from the PS to the BRAMs of the matrix A, located in PL,

to be stored. Four 320 × 32-bits BRAMs are ready to receive these rows. Each generated row

is composed of 640 × 16-bits. To speed up the data transfer process, 32-bits are transferred at

a time, which means that two subsequent values are concatenated and stored in the BRAMs.

The matrix S is transmitted from PS to PL. The whole matrix is transferred since it was fully

generated in PS. The transmission process follows the same 32-bits transmit principle as with

matrix A, although, for the matrix S a 2560 × 32-bits BRAM is used.

The multiplication process begins when both matrices are completely stored in their

BRAMs. From BRAMs of the matrix A the 𝑛-element of each BRAM is read. As 2 × 16-bits

words are stored concatenated in a 32-bits BRAM position, eight values are loaded from memory

and sent to the multiplier instance. In parallel, the 𝑛-element of the matrix S is also read. For the

same reason as the concatenated storage, 2 × 16-bits values are loaded and transferred to the

multiplier instance.

In the multiplication instance, each 32-bits element is split into 2 × 16-bits words using

the function 𝑆. Then, the multiplications are properly performed, and their results are added

to the previous iteration results. Any concern about overŕow issues is needed, which is an

advantage of the FrodoKEM scheme in saving hardware resources. While the multiplication

Figure 15 ś Schematic representation of the structure. The arrows represent 32-bit buses. Control signals
have been omitted.
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Figure 16 ś Schematic representation of block AS← A × S. Thick arrows represent 32-bits buses and
thin arrows 16-bits buses. Control signals have been omitted.
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is performed, the following values from the BRAMs are loaded, keeping the pipeline full to

achieve maximum performance. When all elements of the BRAMs are loaded and processed,

the 4 × 16-bits accumulated values are transferred to the BRAMs of the matrix AS, which has

four 1280 × 16-bits BRAMs.

The next four matrix rows A must be generated and transferred to PL. The matrix S has

already been completely transferred in the őrst iteration and should not be sent again. The next

iteration begins, and the process mentioned above is performed again. When all iterations are

complete, the BRAMs of the matrix AS store the AS← A × S result and transfers it to PS using

a 32-bits bus.

Note that in this case four rows of matrix A are generated at once, but it is ŕexible.

However, there is a compromise between memory usage and performance. If more rows are
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Figure 17 ś Schematic representation of S′A← S′ × A. Thick arrows represent 32-bits buses and thin
arrows 16-bits buses. Control signals have been omitted.
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generated at once, more memory would be required, but the processing time would be reduced.

On the other hand, if less rows are generated at once, less memory would be required, but the

processing time would increase.

5.4.2 The Block S′A← S′ × A

This operation is responsible for more than 45% of the execution time of encapsulation

and decapsulation. The operation B′← S′A + E′ also has its matrix-by-matrix multiplication

implemented in hardware as block S′A ← S′ × A. Similarly to the operation B ← AS + E,

the addition operation of the matrix E′ is carried out in software due to the same reasons. In

Figure 17 it can be seen that the schematic representation of the block S′A← S′ × A. It also has

four instances: BRAMs of the matrix S′, BRAMs of the matrix A, a multiplier instance, and

BRAM of the matrix S′A.

Two 640 × 32-bits BRAMs are used to store half of the matrix S′. As mentioned earlier,

concatenated values are transferred from PS to PL using 32-bits bus; therefore, each BRAM

can be split in half (upper 16-bits and lower 16-bits), storing two concatenated word by word

columns of the matrix S′, giving a total of four columns. On the other hand, the matrix A and

its transfer process have exactly the same conőguration as used in the block AS← A × S: four

320 × 32-bits BRAMs and 32-bits bus for transfer.

After the matrices are received, multiplication is performed. The 𝑛-element of each

matrix S′ BRAM are loaded. Since 2× 16-bits words are stored concatenated in a 32-bits BRAM

position, four values are read and sent to the multiplier instance in 16-bits buses. The 𝑝-element
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Figure 18 ś Block diagram representation of the block SHAKE128. Thin lines represent 32-bits buses,
thick lines represent 64-bits buses, and double lines represent 1600-bits buses. Control signals have been
omitted.
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of each BRAM of the matrix A are read in parallel. Only the upper or lower 16-bits of the four

loaded values are sent to the multiplier instance, depending on the 𝑝 parity.

Therefore, the multiplier instance receives 8 × 16-bits values, four from each matrix.

Finally, the values are correctly multiplied, and the results are added, resulting in a 16-bits

value. Immediately, the multiplication and addition process results are sent to matrix S′A, stored

in one 5120 × 16-bits BRAM, to be added to a previous value stored in a particular position.

Simultaneously, new values from matrices S′ and A are loaded to keep the pipeline full, restarting

the process.

When all iterations are completed, the other half of the matrix S′ and new rows of the

matrix A must be transferred to PL. When the process ends, the BRAMs of the matrix S′A will

store the result of operation S′A← S′ × A and it is transmitted to PS using a 32-bits bus.

5.4.3 Block SHAKE128

FrodoKEM’s most time-consuming operation is the SHAKE128 hash function, which is

responsible for almost 58% of the total execution time of the key pair generation and around 43%

of the total execution time of encapsulation and decapsulation. The proposed scheme can be

organized into three main instances: a BRAM, the sponge construction, and a Keccak- 𝑓 [1600],

as illustrated in Figure 18.

The BRAM is a 2583 × 64-bits memory. This size was chosen based on the maximum

size that FrodoKEM needs. This BRAM is responsible for storing the input values (message)

received by the 32-bits bus. Each 32-bits word is a concatenation of 4 × 8-bits characters.

2 × 32-bits words or 8 × 8-bits characters are concatenated and stored in the BRAM.

When all values are received and stored in the BRAM, 168-bytes are sent to the block

sponge construction instance via a 64-bits bus, starting the absorb phase. These bytes built
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Table 5 ś Hardware resource usage.

Block
name

Slice LUTs
Slice

Registers
Block
RAM

DSP

AS← A × S 357 272 10 8
S′A← S′ × A 264 301 6 4
SHAKE128 5387 3648 7.5 0
Interconnect 1452 1105 0 0

Others 1097 3295 0 0
Total 8557 8621 23.5 12

the internal state. If necessary in the absorb phase, the Keccak- 𝑓 [1600] instance is called, and

the entire internal state is sent to the Keccak- 𝑓 [1600] instance, which performs its őve steps

(𝜃, 𝜌, 𝜋, 𝜒, and 𝜄) in a single clock. Then, the new scrambled internal state returns to the

sponge construction instance. Next, another 168-bytes are loaded from BRAM and the process

is repeated until the entire inputted message is read, őnalizing the absorb phase.

When the absorb phase ends, the squeeze phase starts using the Keccak- 𝑓 [1600] instance.

To save resources, the őrst 168-bytes of the internal state of each step in the squeeze phase are

stored in the same BRAM, which previously stored the inputted message and now stores the

output values (cipher). When the desired output length is reached, the process is complete, and

the BRAM uses the 32-bits bus to send the stored output values back to PS.

5.5 PERFORMANCE EVALUATION

The hardware resource and timing analyses of the FrodoKEM scheme are presented

in this section. The focus is comparative analyses between Implementations #1 and #2 (i.e.,

software implementations), brieŕy described in Section 5.3, and the detailed Implementation #3

(i.e., hardware/software co-design implementation), presented in Section 5.4. In this sense, this

section is organized as follows: Subsection 5.5.1 details the hardware resources of the functions

implemented in the PL and, in the sequel, Subsection 5.5.2 focuses on the timing analysis of the

blocks AS ← A × S and S′A ← S′ × A, and the SHAKE128 hash function with and without

hardware acceleration.

5.5.1 Hardware Resource Analysis

The hardware resource usage of blocks AS← A × S, S′A← S′ × A, and SHAKE128

are listed in Table 5. It shows that the blocks AS← A × S and S′A← S′ ×A use very few Slice

LUTs and Slice Registers in comparison to the block SHAKE128. It relies on the logic circuit

complexity necessary to implement the matrix-by-matrix multiplications, which is much simpler

than the one required to implement the block SHAKE128.

The block AS ← A × S uses 10 BRAMs, while the block S′A ← S′ × A uses only

6 BRAMs. This difference occurs because the former stores the entire matrix S in the PL, while
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Table 6 ś The average execution time of FrodoKEM for different levels of hardware implementations with
5000 simulations for each implementation, in ms.

Scheme Algorithm
Implemen-
tation #1

Implemen-
tation #2

Implemen-
tation #3

Relative Time
Improvement

(𝛼 𝑓TI1
)

Relative Time
Improvement

(𝛼 𝑓TI2
)

Key Pair
Generation

1387.73 467.25 146.35

Encapsulation 1432.16 644.74 205.11
Decapsulation 1423.46 645.35 208.26

FrodoKEM-
640

Total 4243.35 1757.33 559.72

86.80% 68.15%

the latter stores only half of it. The block SHAKE128 uses 7.5 BRAMs, enough memory space

to store the larger cipher required by FrodoKEM. Finally, the block AS← A × S uses 8 DSP

blocks, which is in accordance with Figure 16. Contrastingly, the block S′A← S′ × A uses only

4 DSP blocks, as presented in Figure 17. The block SHAKE128 does not use any DSP block.

5.5.2 Timing Analysis

To compare the performance of the FrodoKEM scheme with and without hardware acce-

leration, the following analyses are considered: in Subsection 5.5.2.1 a time comparison between

Implementations #1, #2, and #3 is presented, evaluating the time required to process the key pair

generation, encapsulation, and decapsulation. Subsection 5.5.2.2 compares Implementations

#1 and #2 with Implementation #3 of the functions listed in Table 4 in terms of performance.

Finally, Subsection 5.5.2.3 provides a detailed analysis of the aforementioned functions listed in

Table 4, comparing the time required to process data against the time that is spent transferring data

between PS and PL. Note that each run time measurement was obtained using a high-resolution

timer in order to provide good accuracy.

5.5.2.1 Comparison between the implementations

This subsection compares Implementations #1, #2, and #3 of the FrodoKEM scheme.

To do so, it shows the time required to execute the key pair generation, encapsulation, and

decapsulation. Also, it discusses the total execution time of each implementation.

We can see in Table 6 that, as expected, Implementation #3 considerably outperforms

Implementations #1 and #2. The former required 559.72 ms to perform the key pair generation,

encapsulation, and decapsulation, while Implementation #1 required 4243.32 ms and Imple-

mentation #2, 1757.33 ms. The relative time improvement (𝛼 𝑓TI1
) between the Implementation

#1 and Implementation #3 and relative time improvement (𝛼 𝑓TI2
) between the Implementation

#2 and Implementation #3 are given by

𝛼
𝑓

TI1
= 1 − ©­«

𝑇
𝑓

TET3

𝑇
𝑓

TET1

ª®¬
, (5.1)
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and

𝛼
𝑓

TI2
= 1 − ©­«

𝑇
𝑓

TET3

𝑇
𝑓

TET2

ª®¬
, (5.2)

where 𝑇 𝑓

TET1
, 𝑇 𝑓

TET2
, and 𝑇 𝑓

TET3
are the total execution time of Implementations #1, #2, and

#3, respectively. The 𝛼 𝑓TI1
achieved are 86.90%, while the 𝛼 𝑓TI2

obtained are 68.15% for the

FrodoKEM-640 scheme.

5.5.2.2 Execution Time Analysis

This subsection intends to individually analyze the blocks B← AS + E, B′← S′A + E′,

and SHAKE128 (i.e., without considering its impact on the whole implementation). To carry

out this analysis, it is assumed that all routines necessary to generate matrices B and B′ are

considered, not just the matrix-by-matrix multiplication. Table 7 lists the attained results related

to these three blocks, presenting their average execution time using Implementations #1, #2,

and #3 as 𝑇 𝑓

AET1
, 𝑇 𝑓

AET2
, and 𝑇 𝑓

AET3
, respectively, which are expressed as

𝑇
𝑓

AET1
=

𝑁𝐼∑︁
1

𝑇
𝑓

TET1
, 𝑖

𝑁𝐼
, (5.3)

𝑇
𝑓

AET2
=

𝑁𝐼∑︁
1

𝑇
𝑓

TET2
, 𝑖

𝑁𝐼
, (5.4)

and

𝑇
𝑓

AET3
=

𝑁𝐼∑︁
1

𝑇
𝑓

TET3
, 𝑖

𝑁𝐼
, (5.5)

where (𝑇 𝑓

TET1
, 𝑖), (𝑇 𝑓

TET2
, 𝑖), and (𝑇 𝑓

TET3
, 𝑖) are the total execution time using Implementations

#1, #2, and #3, respectively, during the 𝑖th simulation, while 𝑁I is the number of simulations of

each function or block, which was arbitrarily set to 5000. It is important to highlight that the

communication burden between the PL and PS is included in the 𝑇 𝑓

AET3
. Finally, the relative time

improvement 𝛽 𝑓TI1
between the Implementations #1 and #3, and relative time improvement 𝛽 𝑓TI2

between the Implementations #2 and #3, presented in Table 7, are given by

𝛽
𝑓

TI1
= 1 − ©­«

𝑇
𝑓

AET3

𝑇
𝑓

AET1

ª®¬
. (5.6)

and

𝛽
𝑓

TI2
= 1 − ©­«

𝑇
𝑓

AET3

𝑇
𝑓

AET2

ª®¬
. (5.7)

Table 7 shows that blocks B← AS + E and B′← S′A + E′ achieved similar average

execution time (i.e., 𝑇 𝑓

AET1
, 𝑇 𝑓

AET2
, and 𝑇 𝑓

AET3
), independently from the implementation used.

Consequently, the obtained relative time improvement 𝛽 𝑓TI1
and 𝛽 𝑓TI2

are also similar. 𝛽 𝑓TI1
and
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Table 7 ś Execution time analysis, in ms.

Algorithm

Average Execution Time Relative Time
Improvement

(𝛽 𝑓TI1
)

Relative Time
Improvement

(𝛽 𝑓TI2
)

Implemen-
tation #1
(𝑇 𝑓

AET1
)

Implemen-
tation #2
(𝑇 𝑓

AET2
)

Implemen-
tation #3
(𝑇 𝑓

AET3
)

B← AS + E 1266.289 447.356 136.424 89.22% 69.50%
B′← S′A + E′ 1362.034 616.859 189.652 86.07% 69.25%

SHAKE128 13.800 3.834 0.641 95.35% 83.26%

𝛽
𝑓

TI2
obtained by block B← AS + E are 89.22% and 69.50%, respectively, while for block

B′← S′A + E′, 86.07% and 69.25%, also respectively.

Regarding the SHAKE128 hash function, the average execution time is considerably

lower, which is expected as this function requires much less processing than blocks B← AS + E

and B′← S′A + E′. Furthermore, it can be seen that the relative time improvement 𝛽 𝑓TI1
and

𝛽
𝑓

TI2
are higher when compared with the ones obtained by the matrix-by-matrix operations. The

𝛽
𝑓

TI1
and 𝛽 𝑓TI2

obtained by the SHAKE128 hash function are 95.35% and 83.26%, respectively.

This greater improvement can be explained by the looped-based implementation in software

(i.e., Implementations #1 and #2) in contrast with an efficient hardware implementation (i.e.,

Implementation #3).

5.5.2.3 Hardware processing time analysis

Another meaningful analysis is the hardware-only time analysis. This analysis focused

on comparing each routine’s execution time and processing time, both in hardware. To carry

out this analysis, in the blocks B ← AS + E and B′ ← S′A + E′, only the matrix-by-matrix

multiplication is considered because it is the part performed in hardware. Due to that, the 𝑇 𝑓

AET3

presented in Table 7 is not equal to the 𝑇 𝑓

AET presented in Table 8 as the former takes into account

the summation of matrices E and E′. The 𝑇 𝑓

AET can be separated into two components, and it is

given by

𝑇
𝑓

AET = 𝑇
𝑓

APT + 𝑇
𝑓

DTT, (5.8)

where the average processing time in hardware (𝑇 𝑘 𝑓APT) is the time required to process the data, and

the data transfer time (𝑇 𝑓

DTT) is the time required to transfer data to/from the PS. This analysis is

numerically evaluated by using the so-called relative time (𝛾 𝑓
𝑇

) parameter, which is given by

𝛾
𝑓

T =
𝑇
𝑓

APT

𝑇
𝑓

AET

, (5.9)

where 𝑇 𝑓

𝐴𝑃𝑇
is the average processing time in hardware per iteration and 𝑇 𝑓

𝐴𝐸𝑇
is the average

execution time in hardware per iteration of the aforementioned blocks. The attained results are

presented in Table 8.
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Table 8 ś Hardware-only execution and processing time, in ms.

Operation
Average execution
time in hardware

(𝑇 𝑓

AET)

Average processing
time in hardware

(𝑇 𝑓

APT)

Relative time

(𝛾 𝑓
𝑇

)

AS← A × S 58.61 4.094 6.98%
S′A← S′ × A 62.71 8.190 13.06%
SHAKE128 0.129 0.005 4.07%

As can be seen, the processing time in the hardware of blocks AS← A×S, S′A← S′×A,

and SHAKE128 are much shorter than the execution time, representing 6.98%, 13.06%, and

4.07%, respectively. These results mean that most of the time is spent receiving data from PS

or sending data back to PS while only a short time is dedicated to performing the operations in

hardware.

5.6 SUMMARY

This chapter has dedicated attention to implementing the FrodoKEM scheme in hardware.

In this context, the FrodoKEM, a post-quantum lattice-based scheme, was detailed and, in the

sequel, implemented using Implementations #1, #2, and #3. Evaluating the performance of all

functions for Implementations #1 and #2 of the FrodoKEM scheme, it has been veriőed that

three functions, listed in Table 4, must be hardware implemented (i.e., Implementation #3) to

achieve a lower execution time. Furthermore, as two of these functions are mainly based on

multiplications, the use of DSP presented in the hardware signiőcantly accelerates the process.

In this sense, numerical results have shown that the hardware/software co-design implementation

(i.e., Implementation #3) of the most time-consuming and complex routines of the FrodoKEM

in hardware results in a one-sixth and one-third reduction of the execution time compared to

the Implementations #1 and #2, respectively. According to the execution time analysis, three

operations consume almost all execution time. The Implementation #3 of these three operations

in blocks reached an improvement of 86.80% and 68.15% (i.e., the execution time reduces from

4.2 seconds and 1.7 seconds to less than 0.6 seconds) when compared to Implementations #1

and #2, respectively. Since the FrodoKEM scheme is a conservative quantum-resistant scheme

based on standard lattices with a not-so-good timing performance, hardware acceleration is

an alternative to meet timing constraints that might be required in AMIs. On the other hand,

due to its strong cryptographic primitives, it is a good candidate for improving security in

AMI under classic and quantum computers. Overall, this chapter has shown that the discussed

implementations of the FrodoKEM scheme are suitable for QR-DCMs.
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6 THE CRYSTALS-KYBER SCHEME

The CRYSTALS-Kyber scheme is the winner of the NIST PQC standardization process

and relies on the M-LWE problem. As already deeply discussed in Subsection 4.3.2.2, the

M-LWE problem tries to be a trade-off between security and performance because it is less

structured than R-LWE and scales better. In this sense, cryptanalytic progress has shown that an

attack against the M-LWE problem is less likely than on the R-LWE problem [132]. Therefore,

schemes based on M-LWE (e.g., CRYSTALS-Kyber) present much better timing performance

than schemes based on LWE (e.g., FrodoKEM) and are also, at least in theory, less likely to

be broken than schemes based on R-LWE. In a QR-AMI context, where hardware-constrained

devices are deployed, such as QR-DCM, schemes that perform well and are based on lightweight

approaches are of utmost importance.

In this sense, this chapter investigates the feasibility of the CRYSTALS-Kyber scheme as

the KEM for ensuring quantum-resistant symmetric key exchange between nodes in the AMI

based on Approach #31. The choice of such PQC scheme relies on the fact that it is one of the

fastest and most lightweight PQC schemes in the NIST PQC standardization process [144] and

also the winner of the contest. In this regard, implementations of the CRYSTALS-Kyber scheme

using Implementations #1, #2, and #32 are detailed. The main contributions of this chapter are

as follows:

• A discussion on the components of the CRYSTALS-Kyber scheme that allows us to come up

with an advantageous trade-off between complexity and execution time when considering a

hardware-constrained QR-DCM based on an SoC FPGA device. Moreover, a presentation

of an optimized hardware/software co-design implementation (i.e., Implementation #3)

of the CRYSTALS-Kyber scheme on a hardware-constrained QR-DCM that uses an SoC

FPGA device.

• A performance comparison between Implementation #3 and Implementations #1 and

#2 of the CRYSTALS-Kyber scheme in terms of execution time. Also, an analysis of

the hardware resource usage demanded by the proposed hardware/software co-design

implementation (i.e., Implementation #3) of the CRYSTALS-Kyber scheme on an SoC

FPGA device.

The rest of this chapter is organized as follows: in Section 6.1 it is detailed the

CRYSTALS-Kyber scheme; in Section 6.2 it is addressed the software implementation (i.e.,

Implementations #1 and #2) and in Section 6.3 the hardware/software co-design implementation

(i.e., Implementation #3) of this scheme; in Section 6.4 it is discussed numerical results of

1 The investigation provided in this chapter focused on Approach #3, but the results are also valid for
Approaches #1 and #2.

2 Descriptions of these three type of implementations are in Section 5.2.
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Table 9 ś Parameter values for the CRYSTALS-Kyber scheme.

CRYSTALS-
Kyber

𝑛 𝑘 𝑞 𝜂1 𝜂2 𝑑𝑢 𝑑𝑣
Public key
size (bytes)

Private key
size (bytes)

Ciphertext
size (bytes)

512 256 2 3329 3 2 10 4 800 1632 768
768 256 3 3329 2 2 10 4 1184 2400 1088
1024 256 4 3329 2 2 11 5 1568 3168 1568

hardware resource usage, execution time, and performance comparison between implementations;

and, őnally, in Section 6.5 it is asserted conclusive remarks.

6.1 BACKGROUND OF THE CRYSTALS-KYBER SCHEME

The CRYSTALS-Kyber scheme [127, 132], relying on the M-LWE problem (already

discussed in Chapter 4), was designed seeking high-performance (e.g., as presented by NewHope)

without losing ŕexibility (e.g., as FrodoKEM). In this regard, three different versions of the

CRYSTALS-Kyber scheme are available: CRYSTALS-Kyber-512, -768, and -1024. They aim

to ensure a security level equivalent to AES-128, AES-192, and AES-256. Because of its

characteristics, the CRYSTALS-Kyber scheme is the scheme standardized by the NIST PQC

standardization process in the PKE/KEM category.

6.1.1 The CRYSTALS-Kyber scheme as a Key Encapsulation Mechanism

The CRYSTALS-Kyber scheme [127] can be used as PKE and KEM. PKE is based on the

PKE key pair generation, encryption, and decryption algorithms, described in Algorithms #6, #7,

and #8, respectively. On the other hand, KEM, which is constituted by KEM key pair generation,

encapsulation, and decapsulation, as described in Algorithms #9, #10, and #11 respectively, is

constructed via a slightly modiőed Fujisaki-Okamoto transform [145], which is based on the

PKE. The values of the parameters used by Algorithms #6 to #11 are speciőed in Table 9.

Note that the parameter 𝑛 = 256 means the objective is to encapsulate keys with 256

bits of entropy. In order to enable the fast NTT-based multiplication, a small prime 𝑞 value is

chosen. The parameter 𝑘 is set to the lattice dimension as a multiple of 𝑛. As 𝑘 increases, the

security level also increases. Finally, the parameters 𝜂1, 𝜂2, 𝑑𝑢, and 𝑑𝑣 are chosen to attain a

balance between security, ciphertext size, and failure probability. Compared with the parameters

of FrodoKEM presented in Table 2, the size of the public key, private key, and ciphertext are

considerably smaller. More details about the choice of these parameters are shown in [127].

These key pair generation, encryption, and decryption algorithms call a few functions,

detailed in [127]. Shortly, PRF(·) is a pseudorandom function, XOF(·) is an extendable output

function, and KDF(·) is a key derivative function. The CRYSTALS-Kyber scheme also makes

use of two hash functions: H(·) and G(·). The Parse(·) function uses deterministic approaches

to sample elements in 𝑅𝑞 while the CBD𝜂(·) function samples noise from a centered binomial
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Algorithm #6: PKEKeyPairGeneration()
Input: None
Output:
Public key: 𝑝𝑘 ∈ B12𝑘𝑛/8+32

Private key: 𝑠𝑘 ∈ B12𝑘𝑛/8

Procedure:
⊲ Initialization:
𝑑 ← B32

(𝜌, 𝜎) := 𝐺 (𝑑)
𝑁 := 0
⊲ Generate Â ∈ 𝑅𝑘×𝑘𝑞 in the NTT domain:
for 𝑖 from 0 : 𝑘 − 1 do

for 𝑗 from 0 : 𝑘 − 1 do
Â[𝑖] [ 𝑗] := Parse(XOF(𝜌, 𝑗 , 𝑖))

end
end
⊲ Sample s ∈ 𝑅𝑘𝑞 from B𝜂1:
for 𝑖 from 0 : 𝑘 − 1 do

s[𝑖] := CBD𝜂1(PRF(𝜌, 𝑁))
𝑁 := 𝑁 + 1

end
⊲ Sample e ∈ 𝑅𝑘𝑞 from B𝜂1:
for 𝑖 from 0 : 𝑘 − 1 do

e[𝑖] := CBD𝜂1(PRF(𝜌, 𝑁))
𝑁 := 𝑁 + 1

end
ŝ := NTT(s)
ê := NTT(e)
t̂ := Â ◦ ŝ + ê
Return:
Public key 𝑝𝑘 := ( Encode12(t̂ mod+𝑞)) ∥ 𝜌
Private key 𝑠𝑘 := Encode12(ŝ mod+𝑞)

distribution. The NTT(·) function performs multiplications in 𝑅𝑞 in a very efficient way, and

the function NTT−1(·) performs the inverse of the NTT(·). The Encode(·) function serializes

a polynomial into a byte array, while the Decode(·) function does the opposite. Moreover, the

Compress𝑞(·) function takes an element from Z𝑞 and outputs an integer in the set {0, ..., 2𝑞 − 1},
where 𝑑 < ⌈log2(𝑞)⌉, and the Decompress𝑞(·) function does the opposite.

The main part of the key pair generation of the KEM (Algorithm #9) is the generation of

the public key pk and the private key sk, derived from the key pair generation (Algorithm #6)

which performs the pk = As + e operation, using the public matrix A and the private vector s.

The encapsulation (Algorithm #10) uses the public key pk together with the encryption

algorithm (Algorithm #7) to generate a shared secret key 𝐾 (i.e., a symmetric key) and a ciphertext

𝑐. More speciőcally, the encryption algorithm regenerates the matrix A using the public key pk,

samples r, e1, and 𝑒2, and performs u = A𝑇r + e1 and 𝑣 = t𝑇r+𝑒2 + Decompress𝑞(𝑚, 1), where
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Algorithm #7: Encryption()

Public key: 𝑝𝑘 ∈ B12𝑘𝑛/8+32

Message: 𝑚 ∈ B32

Random coins: 𝑟 ∈ B32

Output:
Ciphertext: 𝑐 ∈ B𝑑𝑢𝑘𝑛/8+𝑑𝑣𝑛/8
Procedure:
⊲ Initialization:
𝑁 := 0
t̂ := Decode12(𝑝𝑘)
𝜌 := 𝑝𝑘 + 12𝑘𝑛/8
⊲ Generate Â ∈ 𝑅𝑘×𝑘𝑞 in the NTT domain:
for 𝑖 from 0 : 𝑘 − 1 do

for 𝑗 from 0 : 𝑘 − 1 do
Â𝑇 [𝑖] [ 𝑗] := Parse(XOF(𝜌, 𝑖, 𝑗))

end
end
⊲ Sample r ∈ 𝑅𝑘𝑞 from B𝜂1:
for 𝑖 from 0 : 𝑘 − 1 do

r[𝑖] := CBD𝜂1(PRF(𝑟, 𝑁))
𝑁 := 𝑁 + 1

end
⊲ Sample e1 ∈ 𝑅𝑘𝑞 from B𝜂2:
for 𝑖 from 0 : 𝑘 − 1 do

e1 [𝑖] := CBD𝜂2(PRF(𝑟, 𝑁))
𝑁 := 𝑁 + 1

end
⊲ Sample 𝑒2 ∈ 𝑅𝑞 from B𝜂2:
𝑒2 := CBD𝜂2(PRF(𝑟, 𝑁))
r̂ := NTT(r)

u := NTT−1(Â𝑇◦ r̂) + e1

𝑣 := NTT−1(t̂ ◦ r̂) + 𝑒2 +
Decompress𝑞(Decode1(𝑚), 1)

𝑐1 := Encode𝑑𝑢(Compress𝑞(u, 𝑑𝑢))
𝑐2 := Encode𝑑𝑣 (Compress𝑞(𝑣, 𝑑𝑣))
Return:
Ciphertext 𝑐 := (𝑐1 ∥ 𝑐2)

𝑚 is a random message generated in the encapsulation algorithm (i.e. Algorithm #10).

Finally, the decapsulation (Algorithm #11) uses the private key sk, ciphertext 𝑐, encryption

(Algorithm #7), and decryption (Algorithm #8) to obtain the same shared secret key 𝐾 previously

generated in the encapsulation algorithm. In the decapsulation algorithm, given the private key

sk and the ciphertext 𝑐, 𝑚′ is computed by 𝑚′ = Decryption(sk,𝑐), and 𝑐′ is the encryption of 𝑚′.

In possession of 𝑐 and 𝑐′, the shared secret key 𝐾 is computed.

The private key sk and the ciphertext 𝑐 are decrypted, which mainly performs 𝑚′ =

Compress𝑞(𝑣− s𝑇u, 1) operation. Then 𝑚′ is encrypted, making it possible to recover 𝑐′. In
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Algorithm #8: Decryption()
Input:
Private key: 𝑠𝑘 ∈ B12𝑘𝑛/8

Ciphertext: 𝑐 ∈ B𝑑𝑢𝑘𝑛/8+𝑑𝑣𝑛/8
Output:
u := Decompress𝑞(Decode𝑑𝑢(𝑐), 𝑑𝑢)
𝑣 := Decompress𝑞(Decode𝑑𝑣 (𝑐 + 𝑑𝑢𝑘𝑛/8), 𝑑𝑣)
ŝ := Decode12(𝑠𝑘)
Return:
Message 𝑚 := Encode1(Compress𝑞(𝑣− NTT−1(ŝ𝑇◦ NTT(u), 1))

Algorithm #9: KEMKeyPairGeneration()
Input: None
Output:
Public key: 𝑝𝑘 ∈ B12𝑘𝑛/8+32

Private key: 𝑠𝑘 ∈ B24𝑘𝑛/8+96

Procedure:
Initialization:
𝑧 ← B32

(𝑝𝑘, 𝑠𝑘′) := PKEKeyPairGeneration()
𝑠𝑘′ := Encode12(ŝ mod+𝑞)
Return:
Public key 𝑝𝑘
Private key 𝑠𝑘 := (𝑠𝑘′ ∥ 𝑝𝑘 ∥ H(𝑝𝑘) ∥ 𝑧)

possession of 𝑐 and 𝑐′, generating the shared secret key 𝐾 is possible. The security proofs of the

CRYSTALS-Kyber scheme can be found in [127].

6.2 SOFTWARE IMPLEMENTATION

This section presents the software implementation of the CRYSTALS-Kyber scheme on

the ARM Cortex-M4F microcontroller (i.e., Implementation #1) and ARM Cortex-A9 processor

(Implementation #2). To detail these implementations, this section is organized as follows:

Subsection 6.2.1 discusses a preliminary analysis of the CRYSTALS-Kyber scheme implemented

on the ARM Cortex-M4F microcontroller and ARM Cortex-A9 processor, highlighting the

most time-consuming functions that ought to be hardware implemented; and Subsection 6.2.2

provides additional details about the software implementation of high-level functions that must

be considered to come up with a hardware/software co-design implementation.

6.2.1 Preliminary analysis

A preliminary analysis of the software implementation of the CRYSTALS-Kyber scheme

allows us to identify the most time-consuming functions. The source code available in [124]

was executed using the ARM Cortex-M4F microcontroller and ARM Cortex-A9 processor
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Algorithm #10: Encapsulation()
Input:
Public key: 𝑝𝑘 ∈ B12𝑘𝑛/8+32

Output:
Ciphertext: 𝑐 ∈ B𝑑𝑢𝑘𝑛/8+𝑑𝑣𝑛/8
Shared secret key: 𝐾 ∈ B∗
Procedure:
Initialization:
𝑚 ← B32

𝑚 ← H(𝑚)
(𝐾̄, 𝑟) := G(𝑚 ∥ H(𝑝𝑘))
𝑐 := Encryption(𝑝𝑘, 𝑚, 𝑟)
Return:
Ciphertext 𝑐 := (𝑐1 ∥ 𝑐2)
Shared secret key 𝐾 := KDF(𝐾̄ ∥ H(𝑐))

(i.e., Implementations #1 and #2, respectively). Table 10 summarizes the relative time-

consuming of the functions used by the CRYSTALS-Kyber-512 scheme in the ARM Cortex-M4F

microcontroller. Similar results were achieved for the CRYSTALS-Kyber-768 and CRYSTALS-

Kyber-1024 schemes and also using the ARM Cortex-A9 processor; however, for simplicity, they

are omitted.

Table 10 shows that NTT(·), NTT−1(·), Muliply and Accumular(·), Keccak- 𝑓 (·),
Tomont(·), and Reduce(·) are the main time-consuming functions. For the sake of simplicity,

from now on, these functions will be categorized as high-level functions. Other functions are also

Algorithm #11: Decapsulation()
Input:
Private key: 𝑠𝑘 ∈ B24𝑘𝑛/8+96

Ciphertext: 𝑐 ∈ B𝑑𝑢𝑘𝑛/8+𝑑𝑣𝑛/8
Output:
Shared secret key: 𝐾 ∈ B∗
Procedure:
𝑝𝑘 := 𝑠𝑘 + 12𝑘𝑛/8
ℎ := 𝑠𝑘 + 24𝑘𝑛/8 + 32 ∈ B32

𝑧 := 𝑠𝑘 + 24𝑘𝑛/8 + 64
𝑚′ = Decryption(𝑠𝑘, 𝑐)
(𝐾̄′, 𝑟′) := G(𝑚′ ∥ ℎ)
𝑐′ = Encryption(𝑝𝑘, 𝑚′, 𝑟′)
Return:
if 𝑐 = 𝑐′ then

Shared secret key 𝐾 := KDF(𝐾̄′ ∥ H(𝑐))
else

Shared secret key 𝐾 := KDF(𝑧 ∥ H(𝑐))
end
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Table 10 ś The relative time execution, in percentage, of the high-level functions for the CRYSTALS-
Kyber-512 based on Implementation #1.

Function
Key Pair

Generation
Decapsulation Encapsulation

NTT(·) 24.80% 11.11% 19.54%
NTT−1(·) - 25.88% 30.23%
Multiply and
Accumulate(·) 18.37% 24.47% 28.19%

Keccak- 𝑓 [1600](·) 8.90% 9.18% 6.82%
Tomont(·) 2.18% - -
Reduce(·) 1.59% 1.70% 1.35%
Others 44.16% 27.66% 13.87%

required to perform the key pair generation, encapsulation, and decapsulation; however, none

demand a signiőcant amount of time compared to the functions listed in Table 10. Apart from

the Keccak- 𝑓 [1600](·), the high-level functions are mainly used to perform matrix-by-vector

multiplication, NTT(·), and NTT−1(·), (i.e., functions found in Algorithms #6 to #11), which

result in a high computational burden since they are based in long nested loops, covering all

elements of polynomials or array of polynomials. Moreover, Keccak- 𝑓 [1600](·) is the core of

hash functions used in the CRYSTALS-Kyber scheme, then this high-level function is called

every time that pseudo-random values must be generated (i.e., when H(·), G(·), PRF(·), XOF(·),
KDF(·) functions are called).

6.2.2 Implementation

Relying on the preliminary analysis in Subsection 6.2.1 and without paying attention to

the Keccak- 𝑓 [1600](·) function, it can be seen that high-level functions are mainly processed

based on three other functions: (i) Fqmul(·), (ii) Montgomery Reduction(·), and (iii) Barrett

Reduction(·), which from now on will be categorized as low-level functions. Further analyses of

low-level and Keccak- 𝑓 [1600](·) functions allow us to understand the necessity of their hardware

implementation.

Starting with the Fqmul(·) function, it can be said that it receives two values, multiplies

them, and sends the result to be reduced by the Montgomery Reduction(·) function. Finally, the

reduced value is the output of the Fqmul(·) function. As can be seen, the Fqmul(·) function is

simple, requiring only one multiplication and another function call. However, the multiplication

process in software is not well optimized, requiring some instructions. Consequently, when

multiplications are called in nested loops, which is the case of the Fqmul(·) function, it may take

a signiőcant amount of time to execute all required operations.

The Montgomery Reduction(·) accelerates reductions by transforming the inputs into

a special form called the Montgomery form. It efficiently reduces 𝑎𝑟−1 mod 𝑞, where 𝑎 is

the number to be reduced. As in the CRYSTALS-Kyber scheme, the module 𝑞 is constant;
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Algorithm #12: Montgomery Reduction(·)
Input:
a: 32-bits integer
Output:
t: 16-bits integer
Constants:
𝑞 := 3329
𝑟 := 16
𝑞−1 : −3327 ⊲ 𝑞−1 mod 2𝑟

Procedure:
𝑡 := 𝑎𝑞−1

Return:
𝑡 := (𝑎 − 𝑡𝑞) ≫ 𝑟

thus, a routine variable can be turned into a constant, sparing processing time. Another

improvement is a wise choice of the constant 𝑟 to replace division by shift operation, a less time

expensive operation. So, if 𝑟 is deőned as the constant integer 16, then the integer 𝑞−1 mod 𝑟

is the constant integer −3327. As the Montgomery Reduction(·) function is required many

times in the CRYSTALS-Kyber scheme, a wise choice of 𝑟 and the use of a precalculated

constant considerably reduce the time consumed by this function. Algorithm #12 illustrates the

Montgomery Reduction(·) function.

The Barrett Reduction(·) function aims to optimize the operation 𝑐 = 𝑎 mod 𝑞 by

pre-calculating a constant and assuming that 𝑞 does not change. This way, it can avoid the

slowness of long divisions, which multiplications can replace. Algorithm #13 shows the Barrett

Reduction(·) function.

The Keccak- 𝑓 [1600](·) function is the core of Keccak, which is a family of sponge func-

tions standardized as SHA3-224 to SHA3-512 hash functions, and SHAKE128 and SHAKE256

extendable output functions in Federal Information Processing Standards (FIPS) 202 [141]. In the

Algorithm #13: Barrett Reduction(·)
Input:
a: 16-bits integer
Output:
t: 16-bits integer
Constants:
𝑞 := 3329
𝑣 := ((1 ≪ 26) + 𝑞/2)/𝑞
Procedure:
𝑡 := (𝑣𝑎 + (1 ≪ 25)) ≫ 26
𝑡 := 𝑡𝑞
Return:
𝑡 := 𝑎 − 𝑡
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Figure 19 ś Three-dimensional state array of the Keccak- 𝑓 [1600](·) function.
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CRYSTALS-Kyber scheme, the function H(·) actually performs a SHA3-256 hash function and

G(·) performs a SHA3-512. On the other hand, XOF(·) performs SHAKE128, and PRF(·) and

KDF(·) perform SHAKE256. The functions mentioned above make use of the Keccak- 𝑓 [1600](·)
function, which is detailed in the following paragraphs.

The Keccak- 𝑓 [1600](·) function is performed in őve steps, which are called 𝜃, 𝜌, 𝜋, 𝜒, and

𝜄. The algorithm for each step takes a state array as input, calledA, and outputs an updated array,

calledA′. The stateA can be seen as a three-dimensional array where each piece is one bit of the

state. The size ofA depends on the speciőcation of the Keccak function; however, it has to follow

the dimensions of 𝑥-by-𝑦-by-𝑧, in which 𝑥 and 𝑦 are equal to 5 for the Keccak- 𝑓 [1600](·) function.

Consequently, 1600 in the Keccak- 𝑓 [1600](·) function means that there are 1600 bits in the state

array, consequently, 𝑧 must be equals to 64. Figure 19 illustrates the three-dimensional state

array. In this sense, let 0 ≤ 𝑖 < 𝑥, 0 ≤ 𝑗 < 𝑦, and 0 ≤ 𝑤 < 𝑧, variables that are associated with

𝑥, 𝑦, and 𝑧 axes, respectively. A lane is deőned by lane(𝑖, 𝑗) = A[𝑖, 𝑗 , 0] ∥ ... ∥ A[𝑖, 𝑗 , 𝑧 − 1],
while a column is deőned by column(𝑖, 𝑤) = A[𝑖, 0, 𝑤] ∥ ... ∥ A[𝑖, 𝑦 − 1, 𝑤].

It is important to emphasize that each step seeks to scramble the previous state as follows:

in the őrst step 𝜃, each bit inA is xored with the parity of the two columns in the array computed

by a predeőned function; step 𝜌 rotates the bits of each lane by a predeőned offset, which depends

on the 𝑥 and 𝑦 coordinates of the current lane; step 𝜋 aims to rearrange the position of the lanes.

In step 𝜒, each state bit is xored with a non-linear function of two other bits in its row; őnally,

step 𝜄 modiőes some of the bits of lane(0, 0). More details can be found in [141]. Due to the

absorb and squeezing characteristics of sponge functions, the Keccak- 𝑓 [1600](·) function may

be executed a few times until all data is processed.
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Figure 20 ś The Block diagram for the proposed hardware/software implementation. The arrows represent
32-bit buses. Note that the control signals are omitted.
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6.3 HARDWARE/SOFTWARE CO-DESIGN IMPLEMENTATION

This section details the proposed hardware/software co-design implementation using the

ARM Cortex-A9 together with the FPGA (i.e., Implementation #3) of the CRYSTALS-Kyber

scheme. Figure 20 shows the block diagram of the proposed hardware/software implementation of

the CRYSTALS-Kyber scheme. As the FrodoKEM hardware/software co-design implementation

presented in Chapter 5, this implementation can also be divided into three main instances: PS,

Interconnect, and PL. The PS is responsible for hosting the ARM Cortex-A9 processor, where

the software implementation is placed. The interconnect controls the data exchange between

the PS and PL using the AXI-MM [143]. The PL, based on an FPGA device, is where the most

time-consuming functions (i.e., functions listed in Table 10) are hardware implemented.

Considering the results in Table 10, it can be seen that the execution time reduction

can be attained by implementing the most time-consuming functions (i.e., the high-level

functions) in isolated hardware blocks using the FPGA device, which accelerates the execution

of the CRYSTALS-Kyber scheme. Note that, as elucidated in Subsection 6.2.2, the high-level

functions share the low-level functions, which can be explored for saving hardware resource

usage. Consequently, the high-level functions are implemented in separate hardware blocks,

and although all of them can access the low-level functions, they can also be implemented in

independent hardware blocks. From now on, the functions implemented in hardware will be

called blocks and not functions to differentiate the software implementation from the hardware

one.

Furthermore, the hardware implementation also reduces data communication burden,

which is accomplished by using the DMA and saving memory due to using the dual BRAMs with

dual-port each. Both DMA and dual BRAMs are used by all high-level blocks. Also, they work

as interfaces between the ARM processor and FPGA device. Figure 21 shows the block diagram

for the hardware implementation, which illustrates the high-level and low-level blocks in the PL,

omitting control signals and simplifying the block connections. MR and BR are acronyms for

Montgomery Reduction and Barrett Reduction in this block diagram.
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Figure 21 ś Block diagram of the proposed hardware implementation for the CRYSTALS-Kyber scheme.
Interface blocks are highlighted in dark gray, high-level blocks in light gray, and low-level blocks in purple.
Control signals have been omitted and connections simpliőed.
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Note that the DMA transfers data to/from the Interconnect to/from the FPGA device. The

dual BRAM block is constituted of two BRAMs with dual-port each, enabling double write/read

operations at once per BRAM. When data is received from the PS, it is stored in one of the

BRAMs and can be processed. To accelerate the data transmission between the PS and PL, it is

concatenated two 16-bit words to use a 32-bit bus, transmitting two words at once, which are

stored in the BRAM. Consequently, each position loads two 16-bit words at once. Moreover, as

a BRAM owns a dual-port, two addresses can be read simultaneously, meaning four words of

16-bit each can be loaded at a time.

After the data reception, one of the high-level blocks reads the data in the BRAM

(i.e., four 16-bit words) and processes it using the low-level blocks when required (i.e., Fqmul,

Montgomery Reduction, and Barrett Reduction). It is important to note that low-level blocks

are shared between high-level blocks to reduce hardware consumption, saving DSP blocks and

LUTs. The implemented blocks are brieŕy detailed as follows:

• Tomont block. It converts all polynomial coefficients from the usual domain to the

Montgomery domain. In this sense, this block multiplies each coefficient by a constant and

then applies the Montgomery Reduction. As the Tomont block processes four coefficients

in parallel, it requires four DSP blocks and uses four Montgomery Reduction blocks.
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• Multiply and Accumulate block. It aims to multiply two arrays of polynomials using

the Fqmul block and, consequently, the Montgomery Reduction block in the NTT domain.

Each one of the polynomials of the array is multiplied, coefficient by coefficient, by its

corresponding polynomial in the other array. In the end, the results of the multiplications

are summed up and presented at the block output. Moreover, the Multiply and Accumulate

block does not use any DSP block since the multiplication takes place in the Fqmul block;

however, it uses six Fqmul blocks and two Barrett Reduce blocks.

• NTT and NTT−1 blocks. They apply the forward and inverse NTT to all coefficients of an

array of polynomials. In this sense, two Fqmul blocks and two Barrett Reduction blocks

are used.

• Reduce block. It applies a reduction to each coefficient in an array of polynomials,

requiring four Barrett Reduction blocks because four 16-bit words are loaded from the

BRAM at once.

• Keccak- 𝑓 [1600] block. It implements the őve steps aforementioned in Subsection 6.2.2.

It also gets the initial state from one of the BRAMs and stores the updated state using the

other one. See Subsection 6.2.2 for more details.

• Fqmul block. It receives two coefficients from a high-level block and multiplies them,

forwarding the result to a Montgomery Reduction block. Six Fqmul blocks are available;

six Montgomery Reduction blocks are required. As expected, each Fqmul block requires

one DSP block.

• Montgomery Reduction block. It receives the processed value from the Fqmul block

and reduces it, requiring two DSP blocks for performing it, see Algorithm #12 in

Subsection 6.2.2.

• Barrett Reduction block. It receives a coefficient to be reduced, which requires two DSP

blocks as shown in Algorithm #13, see details in Subsection 6.2.2.

It is important to mentioned that all blocks implemented in hardware are timing constant

in order to avoid any timing side-channel attack.

6.4 PERFORMANCE EVALUATION

This section discusses hardware resource and timing analyses of the implementation of

the CRYSTALS-Kyber scheme. The focus is comparative analyses between Implementations

#1 and #2 (i.e., software implementations), brieŕy described in Section 6.2, and the detailed

Implementation #3 (i.e., hardware/software implementation), presented in Section 6.3. In this

sense, this section is organized as follows: Subsection 6.4.1 presents the hardware resource usage

of the blocks implemented in the PL and, in Subsection 6.4.2, the timing analysis comparing the

implementations with and without hardware acceleration.
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Table 11 ś Hardware resource usage.

Block
name

Number
of

blocks

Slice
LUTs

Slice
Register

BRAM DSP

Tomont 1 67 111 0 4
Multiply and
Accumulate

1 535 676 0 0

Reduce 1 99 248 0 0
NTT 1 287 475 0 0

NTT−1 1 284 463 0.5 0
Keccak-
𝑓 [1600]

1 4206 3458 0 0

Fqmul 6
0

(0)
1

(6)
0

(0)
1

(6)
Montgomery
Reduction

6
1

(6)
80

(480)
0

(0)
2

(12)
Barrett
Reduction

4
1

(4)
33

(132)
0

(0)
2

(8)
Dual BRAM 1 122 107 4 0

DMA 1 1354 1955 2 0
Others - 3312 5190 0 0
Total - 10276 13301 6.5 30

6.4.1 Hardware Resource Analysis

This subsection evaluates the hardware resource demanded by DMA, dual BRAM, and

high-level and low-level blocks, which were discussed in Section 6.3. For this analysis, it does

not matter which security level of the CRYSTALS-Kyber scheme is being used because the

structure of the blocks does not change with the security level. The only difference is that for

higher security levels, more loops these blocks are required to run but using the same resources.

The attained results are reported in Table 11.

Table 11 shows that Keccak- 𝑓 [1600] and DMA are the blocks that require, as expected,

more slice LUTs and slice registers. The former demand more hardware resources to implement

the őve steps, as explained in Subsection 6.2.2. The latter uses many control signals to coordinate

the data transfer between the PL and PS. The dual BRAM is the block demanding more BRAMs,

as expected, because it aims to store the received and processed data. Finally, the Tomont, Fqmul,

Montgomery Reduction, and Barrett Reduction are the operations requiring DSP blocks, agreeing

with the discussion in Section 6.3.

6.4.2 Timing Analysis

To compare the performance of the CRYSTALS-Kyber scheme with and without hardware

acceleration, the following analyses are considered: in Subsection 6.4.2.1 a time comparison

between Implementations #1, #2, and #3 is presented, evaluating the time required to process
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the key pair generation, encapsulation, and decapsulation. Subsection 6.4.2.2 compares the

high-level functions (using Implementations #1 and #2) and blocks (using Implementations #3)

in terms of time performance. Finally, Subsection 6.4.2.3 thoroughly analyzes each high-level

block, comparing the time that a block is processing data with the time that this block spends

transferring data. Note that each run time measurement was obtained using a high-resolution

timer in order to provide good accuracy.

6.4.2.1 Comparison between the implementations

This subsection focuses on comparing Implementations #1 and #2 with the Implemen-

tation #3 for each security level of the CRYSTALS-Kyber scheme. To do so, it shows the time

required to execute the key pair generation, encapsulation, and decapsulation. Also, it discusses

the total execution time of each implementation.

Table 12 shows that when higher security levels are used, the total execution time

increases independent of the implementation used. This fact occurs due to the use of more

polynomials in order to increase security, which requires more execution time. It is also clear that

using the Implementation #1, the total execution time to perform the CRYSTALS-Kyber-512,

-768, and -1024 schemes are 37.435, 62.558, and 101.858 ms, respectively, while using the

Implementation #2, the total execution time to perform the CRYSTALS-Kyber-512, -768,

and -1024 schemes are 12.815, 20.398, and 30.595 ms, respectively. The total execution time

for the same security levels but using the Implementation #3 are 4.054, 5.857, and 8.337

ms, respectively. The relative time improvement (𝛼TI1) between the Implementation #1 and

Implementation #3 and relative time improvement (𝛼TI1) between the Implementation #2 and

Implementation #3 are given by

𝛼𝑘TI1
= 1 −

(
𝑇 𝑘TET3

𝑇 𝑘TET1

)
, (6.1)

and

𝛼𝑘TI2
= 1 −

(
𝑇 𝑘TET3

𝑇 𝑘TET2

)
, (6.2)

where 𝑇 𝑘TET1
, 𝑇 𝑘TET2

, and 𝑇 𝑘TET3
are the total execution time of Implementations #1, #2, and

#3, respectively. The 𝛼𝑘TI1
achieved are 89.17%, 90.63%, and 91.81%, while the 𝛼𝑘TI2

achieved

are 68.36%, 71.28%, and 72.75% for the CRYSTALS-Kyber-512, -768, and -1024 schemes,

respectively.

It is important to note that 𝛼𝑘TI1
and 𝛼𝑘TI2

increase as the security level rises. In fact, at

higher security levels, more data must be processed and transferred to/from the PS and PL. Also,

𝛼𝑘TI1
and 𝛼𝑘TI2

increase because the processing in the hardware is faster than in software, and this

fact compensates for the increase of the communication burden. In the end, higher relative time

improvement for higher security levels can be seen.
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Table 12 ś The average execution time of CRYSTALS-Kyber for different levels of hardware implementa-
tions with 5000 simulations for each implementation, in ms.

Scheme Algorithm
Implemen-
tation #1

Implemen-
tation #2

Implemen-
tation #3

Relative Time
Improvement

(𝛼𝑘TI1
)

Relative Time
Improvement

(𝛼𝑘TI2
)

Key Pair
Generation

9.776 3.286 0.869

Encapsulation 13.446 4.465 1.393
Decapsulation 14.213 5.062 1.792

CRYSTALS-
Kyber-512

Total 37.435 12.815 4.054

89.17% 68.36%

Key Pair
Generation

16.824 5.436 1.407

Encapsulation 22.328 7.103 2.014
Decapsulation 23.406 7.858 2.436

CRYSTALS-
Kyber-768

Total 62.558 20.398 5.857

90.63% 71.28%

Key Pair
Generation

28.630 8.539 2.183

Encapsulation 35.653 10.575 2.845
Decapsulation 37.575 11.480 3.308

CRYSTALS-
Kyber-1024

Total 101.858 30.595 8.337

91.81% 72.75%

6.4.2.2 Execution Time Analysis

This subsection seeks to analyze only the high-level functions (implemented using the

ARM Cortex-M4F and ARM Cortex-A9) and blocks (using the FPGA) individually, ignoring

their impact on the whole implementation. Table 13 presents the comparison for the CRYSTALS-

Kyber-512. The other security levels of this scheme were omitted since similar results were

obtained. The average execution time 𝑇 𝑘AET1
, 𝑇 𝑘AET2

, and 𝑇 𝑘AET3
of Implementations #1, #2, and

#3, respectively, are expressed as

𝑇 𝑘AET1
=

𝑁𝐼∑︁
1

𝑇 𝑘TET1
, 𝑖

𝑁𝐼
, (6.3)

𝑇 𝑘AET2
=

𝑁𝐼∑︁
1

𝑇 𝑘TET2
, 𝑖

𝑁𝐼
, (6.4)

and

𝑇 𝑘AET3
=

𝑁𝐼∑︁
1

𝑇 𝑘TET3
, 𝑖

𝑁𝐼
, (6.5)

where (𝑇 𝑘TET1
, 𝑖), (𝑇 𝑘TET2

, 𝑖), and (𝑇 𝑘TET3
, 𝑖) are the total execution time using Implementations

#1, #2, and #3, respectively, during the 𝑖th simulation while 𝑁I is the number of simulations of

each function or block, which was arbitrarily set to 5000. It is important to highlight that the

communication burden between the PL and PS is included in the 𝑇 𝑘AET3
. Finally, the relative time

improvement 𝛽𝑘TI1
between the Implementations #1 and #3, and relative time improvement 𝛽𝑘TI2

between the Implementations #2 and #3, see their values in Table 13, are given by

𝛽𝑘TI1
= 1 −

(
𝑇 𝑘AET3

𝑇 𝑘AET1

)
. (6.6)
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Table 13 ś Average execution time analysis in 𝜇s.

Algorithm

Average Execution Time
Relative Time
Improvement

(𝛽𝑘TI1
)

Relative Time
Improvement

(𝛽𝑘TI2
)

Implemen-
tation #1
(𝑇 𝑘AET1

)

Implemen-
tation #2
(𝑇 𝑘AET2

)

Implemen-
tation #3
(𝑇 𝑘AET3

)

Tomont 38.983 26.989 11.825 69.66% 56.18%
Reduce 77.958 48.896 17.723 77.26% 63.75%

Multiply and
Accumulate

672.425 212.740 22.249 96.69% 89.54%

NTT 1038.058 378.480 37.179 96.41% 90.18%
NTT−1 1609.625 550.380 37.214 97.68% 93.24%

Keccak- 𝑓 [1600] 176.808 56.846 9.434 94.66% 83.40%

and

𝛽𝑘TI2
= 1 −

(
𝑇 𝑘AET3

𝑇 𝑘AET2

)
. (6.7)

Since the average execution times and relative time improvements of both security levels of

768 and 1024 of the CRYSTALS-Kyber are almost the same as in the CRYSTALS-Kyber-512

scheme, they were omitted.

Table 13 shows that the algorithm for the Multiply and Accumulate, NTT, and NTT−1

spend a signiőcant amount of time on software (i.e., Implementations #1 and #2). It occurs

since both of them require a lot of multiplications, which are expensive software operations. On

the other hand, these operations are performed in parallel, and dedicated DSP blocks are used

to perform this operation in hardware (i.e., Implementation #3). Consequently, these blocks

show the highest 𝛽𝑘TI1
and 𝛽𝑘TI2

. The Keccak- 𝑓 [1600] is another block with a high 𝛽𝑘TI1
and 𝛽𝑘TI2

because it is looped-based. Consequently, it requires signiőcant time to be executed in software;

however, in hardware, its execution time is reduced.

Last but not least, the Tomont and Reduce blocks attain the lowest 𝛽𝑘TI1
and 𝛽𝑘TI2

. The

reason is that their implementations require a low number of multiplications, making the

hardware performance improvement of these blocks less signiőcant compared to software

implementations. Nevertheless, they attain improvement greater than 69% and 77% when

compared with Implementation #1, and 56% and 63% when compared with Implementation

#2, respectively.

6.4.2.3 Hardware processing time analysis

The hardware processing time analysis is another evaluation parameter that deserves

attention. We focus only on Implementation #3 to conduct this analysis. We compare the

average execution time in hardware (𝑇 𝑘AET3
), already presented in the fourth column of Table 13,

versus its processing time only. The 𝑇 𝑘AET3
can be separated into two components, and it is given



95

Table 14 ś Hardware processing time analysis in 𝜇s.

Algorithm
Average Execution
Time in Hardware

(𝑇 𝑘AET)

Average Processing
Time in Hardware

(𝑇 𝑘APT)

Relative Time
(𝛾𝑘T)

Tomont 11.825 0.750 6.34%
Reduce 17.723 1.380 7.79%
Multiply and
Accumulate

22.249 2.940 13.21%

NTT 37.179 20.720 55.73%
NTT−1 37.214 20.750 55.76%
Keccak- 𝑓 [1600] 9.434 1.300 13.78%

by

𝑇 𝑘AET3
= 𝑇 𝑘APT + 𝑇

𝑘
DTT, (6.8)

where the average processing time in hardware (𝑇 𝑘APT) is the time required to process the data, and

the data transfer time (𝑇 𝑘DTT) is the time required to transfer data to/from the PS. Table 14 shows

the attained results in the hardware implementation. Note that, for simplicity, this subsection only

contemplates the analysis for the CRYSTALS-Kyber-512 since very similar results are obtained

using the CRYSTALS-Kyber-768 and -1024 schemes.

Observing the relative time (𝛾𝑘TD), which is given by

𝛾𝑘T =
𝑇 𝑘APT

𝑇 𝑘AET3

, (6.9)

it can be seen that the Tomont, Reduce, Multiply and Accumulate, and Keccak- 𝑓 [1600] blocks

attain a very low 𝛾𝑘TD, which means that these blocks spend much more time transmitting data

between the PL and PS than actually processing them. It occurs for two main reasons: (i) the

processing is simple, and (ii) a signiőcant amount of data needs to be transmitted.

On the other hand, the NTT and NTT−1 blocks have a 𝛾𝑘TD higher than 50%, which means

that these two blocks spend more time processing data than transferring them. The reason for

a higher 𝛾𝑘TD is that the NTT and NTT−1 blocks (i) have a few data to transfer to/from the PL

and (ii) require a considerable amount of computation. Note that the worst results would be

obtained without the use of DMA because it accelerates the data transfer between the PS and PL

signiőcantly.

6.5 SUMMARY

This chapter has discussed the feasibility of using the CRYSTALS-Kyber scheme, a

winner in the NIST PQC standardization process, in hardware-constrained equipment, such as

QR-DCMs, for securing sensitive data traveling through AMIs. In this sense, it has presented

a description of software (Implementations #1 and #2) and hardware/software co-design
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implementation (Implementations #3) of the CRYSTALS-Kyber scheme and a comparison

between them. Evaluating the performance of all designed functions for Implementations #1 and

#2 of the CRYSTALS-Kyber scheme, it can be recognized that the functions listed in Table 10

must be hardware-implemented (i.e., Implementation #3) to come up with a low execution time.

Furthermore, some of these functions share a few routines, which can be hardware implemented

only once to provide additional hardware resource savings. Experimental results have shown that

Implementation #3, accelerating the most time-consuming functions of the CRYSTALS-Kyber

scheme, can reduce the execution time by around 90% and 70% compared to Implementations

#1 and #2. Implementation #3 reduces the execution time from 37.435 ms (Implementation #1)

and 12.815 ms (Implementation #2) to 4.054 ms at the lowest security level and from 101.858 ms

(Implementation #1) and 30.595 ms (Implementation #2) to 8.337 ms at the highest security

level. Moreover, the hardware resource analysis has shown that the CRYSTALS-Kyber scheme

could be embedded in hardware-constrained equipment that makes use of SoC FPGA device.

For instance, QR-DCMs, in which an FPGA runs the most-time consuming component of the

PQC scheme. Since the CRYSTALS-Kyber scheme is a fast and lightweight PQC scheme based

on module lattices, it can be efficiently embedded in QR-DCM through a hardware-constrained

implementation. Consequently, it is a good candidate for improving security in AMI under

classic and quantum computers. Overall, the detailed analyses of this chapter have shown that

the implementations of the CRYSTALS-Kyber scheme are suitable for QR-DCMs.
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7 AN IMPLEMENTATION OF A QUANTUM-RESISTANT AMI

As discussed in Section 2.2, there are different approaches to achieve a QR-AMI.

Approaches #1 and #2 modify SMs to enable then to embed PQC schemes, although it would

require new compliance tests and might also require new hardware designs, enabling the current

SMs already deployed on the őeld to embed such PQC schemes. On the other hand, Approach #3

only requires a speciőc module (i.e., a QR-DCM) to be installed connected to SMs and MDMSs

to quickly arms AMIs against quantum threats.

Based on this discussion, large-scale implementations of AMIs can only be accomplished

with low-cost solutions, which means that QR-DCMs must be based on hardware-constrained

devices; however, no study compared different hardware ś e.g., low-power microcontroller

and SoC FPGA devices ś to enable a QR-AMI. In this regard, based on the results achieved

in Chapters 5 and 6, this chapter proposes an AMI based on quantum-resistant schemes (i.e.,

QR-AMI) to protect key agreements and sensitive data exchange between consumers/prosumers

and electric utilities against attacks from quantum and classical computers when implementation

issues are considered. The main contributions of this chapter are as follows:

• The proposal of a QR-AMI that relies on FrodoKEM or CRYSTALS-Kyber (already

discussed in Chapter 5 and 6, respectively) as asymmetric cryptographic schemes, and

the AES-256-GCM performing symmetric cryptography. Also, the introduction of the

QR-DCM for including and enabling quantum-resistant key agreements between parties

and quantum-resistant encryption and authentication of sensitive data traveling through the

AMI.

• The implementation of the QR-AMI based on different hardwares (i.e., low-power microcon-

troller and SoC FPGA device) using different implementations (i.e., Implementations #1,

#2, and #3) that highlights how the QR-DCM interacts and communicates with the

well-known components of an AMI.

• A compilation of the performance comparison between the implementations based on

low-power microcontrollers, low-cost processor, and SoC FPGA device in terms of resource

usage and timing performance presented in Chapters 5 and Chapter 6, and a discussion of

scenarios in which the implementations are more suitable.

The rest of this chapter is organized as follows: Section 7.1 proposes and implements

a QR-AMI based on QR-DCMs and Section 7.2 evaluates the proposed QR-AMI. Finally,

Section 7.3 states some concluding remarks.

7.1 THE QUANTUM-RESISTANT AMI

This section presents the proposed QR-AMI and its key elements. In this sense,

Subsection 7.1.1 discusses suitable cryptographic schemes for a quantum-resistant AMI, while
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Subsection 7.1.2 discusses the QR-AMI and the main requirements for it to be considered

quantum-resistant. Later, Section 7.1.3, presents a practical implementation, highlighting its

main components.

7.1.1 Suitable Cryptographic Schemes For a Quantum-Resistant AMI

This subsection discusses the most appropriate cryptographic schemes to be evaluated in

a QR-AMI. As extensively discussed in Chapters 5 and 6, FrodoKEM and CRYSTALS-Kyber are

promising choices as asymmetric cryptographic schemes for providing a quantum-resistant KEM.

The FrodoKEM scheme is considered cryptographically stronger, at least in theory, compared to

the CRYSTALS-Kyber. Although, it comes at the cost of worse timing performance. On the

other hand, the CRYSTALS-Kyber scheme relies on a lightweight approach, presenting a better

timing performance. Due to that contrast between these schemes, it is interesting their evaluation

performing KEM in a QR-AMI in order to identify which scenario each one őts better.

Regarding the symmetric cryptographic scheme, a suitable one for AMIs must be reliable,

fast, and lightweight. It is also desirable that this scheme can be combined to provide AEAD. In

this sense, two options stand out from the others: (i) AES-256-GCM and (ii) Chacha20-Poly1305.

As presented in Section 4.2.2, both options are secure and perform well, although the former

presents a signiőcant performance improvement when the intrinsic implementation of the AES

is available (i.e., AES instruction set). As QR-AMIs can be based on different platforms and

deployed in various scenarios, it is interesting to choose a symmetric cryptographic scheme that

can be accelerated to handle big data loads. Therefore, the AES-256-GCM is considered and

evaluated as the symmetric cryptographic scheme for the proposed QR-AMIs. For the sake of

simplicity, it will be called AES-GCM henceforth.

7.1.2 A Description of a Quantum-Resistant AMI

A QR-AMI is an infrastructure resistant to attacks in scenarios where adversaries are in

possession of quantum (and classical) computers. Consequently, it must rely on quantum-resistant

asymmetric and symmetric cryptographic schemes, as described in Section 4.2. In this sense,

this chapter proposes the QR-AMI whose block diagram is depicted in Figure 22. It consists of

the three parts already known: i) the consumer/prosumer side; ii) communication infrastructure;

and iii) the electric utility side. Nonetheless, a key element is also introduced between the

consumer/prosumer side and communication infrastructure and between the electric utility side

and communication infrastructure, providing quantum resistance: the QR-DCM.

Currently, no off-the-shelf SM embeds quantum-resistant asymmetric cryptographic

schemes. In this sense, a QR-DCM is required to interface with the SM to collect data and encrypt

it using a quantum-resistant symmetric cryptographic scheme with AEAD (i.e., AES-256-GCM),

and send it through the AMI using the communication infrastructure. The proposed QR-DCM

performs a key agreement through a KEM using either FrodoKEM or CRYSTALS-Kyber before

encrypting and authenticating data, see Subsection 4.2.3 for more details. The introduced
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Figure 22 ś Block diagram of the proposed QR-AMI divided into i) consumer/prosumer side, ii)
communication infrastructure, and iii) electric utility side.
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QR-DCM also receives encrypted data from the communication infrastructure (e.g., control

messages), which needs to be authenticated using AEAD, decrypted using the shared secret, and,

őnally, forwarded to the SM. In our proposed model shown in Figure 22, there is one QR-DCM

for each SM, although multiple SMs can be connected to one QR-DCM. The maximum number

of SMs for each QR-DCM will depend on the project constraints, such as hardware capabilities

and distance between SMs, among others.

On the other hand, the QR-DCM on the electric utility side interfaces with the commu-

nication infrastructure receiving/sending encrypted and authenticated data. As the QR-DCM

presented on the consumer/prosumer side, it checks the authenticity of received data through

the AEAD and decrypts it using a quantum-resistant symmetric cryptographic scheme (i.e.,

AES-256-GCM). Next, data correctly authenticated is forwarded to the MDMS. Naturally, a key

agreement is previously executed using a quantum-resistant asymmetric cryptographic scheme

(i.e., FrodoKEM or CRYSTALS-Kyber). It is important to note that the QR-DCM on the electric

utility side receives/sends a considerable amount of data depending on the size of the AMI (i.e.,

depending on how many SMs are presented on it). Therefore, the hardware resource of this

QR-DCM must be carefully dimensioned.

7.1.3 Implementation of the Quantum-Resistant AMI

This subsection details an implementation of the QR-AMI when Approach #3 is

considered. In this sense, Figure 23 shows the implementation carried out to emulate a

simpliőed AMI in which QR-DCMs are implemented in speciőc microcontroller- and SoC-based

development boards. Details of this implementation are presented as follows.

7.1.3.1 Smart Meter

The SMs, tagged as #1𝐴 and #1B in Figure 23, are the SMW3000 manufactured by

WEG [146]. It is an ANSI bottom-connected type three-phase meter for direct measurement
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Figure 23 ś An implementation of the proposed QR-AMI.
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up to 120 A. The SMW3000 supports the communication protocol Device Language Message

Speciőcation (DLMS)/Companion Speciőcation for Energy Metering (COSEM) through different

interfaces (e.g., local port, Ethernet, optical port, serial communication), enabling integration

with different market technologies. The DLMS/COSEM protocol is the global standard protocol

for energy smart management, advanced control, and innovative metering [147]. In this particular

implementation, the SM communicates with the QR-DCM using DLMS/COSEM protocol

through serial communication. Notice that in a future off-the-shelf product, the QR-DCM,

discussed in Subsection 7.1.2, may be the processing unit of the SM or part of it in order to

reduce costs, see the description of Approaches #1 and #2.

7.1.3.2 Quantum-Resistant Dedicated Cryptographic Module

The QR-DCMs, tagged as #2𝐴, #2𝐵, and #2𝐶 in Figure 23, are central pieces because

they allow the proposed AMI to be quantum-resistant. Besides embedding quantum-resistant

asymmetric and symmetric cryptography, the QR-DCM also embeds the DLMS/COSEM protocol

to communicate with the SM properly. Depending on the scale of the AMI, the QR-DCM may

demand speciőc processing power, mainly for the QR-DCM used by the electric utility, because

it will need to communicate with all other QR-DCMs of the QR-AMI. Relying on Approach

#3, the QR-DCM implementation can be accomplished using a microcontroller- and SoC-based

technologies because both of them offer distinct tradeoffs for implementing QR-DCMs.

The hardware tagged as #2𝐴 in Figure 23 is a low-energy consumption microcontroller

and, consequently, a limited processing unit for performing its tasks, which őts well for processing
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a small amount of data. For instance, on the consumer/prosumer side, connected to only

one or a few SMs, or even on the electric utility side when an AMI is dedicated to a small

number of SMs. This hardware is based on Implementation #1, consequently, symmetric

(i.e., AES-256-GCM) and asymmetric (i.e., FrodoKEM and CRYSTALS-Kyber) cryptography

schemes are implemented in software. As the processing power of a microcontroller is low, the

execution times demanded to run these cryptography schemes are long.

On the other hand, the hardware tagged as #2𝐵 and #2𝐶 are based on SoC FPGA

device which őts better in scenarios demanding high processing power. For example, when one

QR-DCM is connected to many SMs on the consumer/prosumer side, or on the electric utility

side when a large number of SMs constitute the AMI. Due to the board ŕexibility, it is allowed

different implementation techniques, such as Implementation #2 (i.e, a software implementation

using only the ARM Cortex-A9) or Implementation #3 (i.e., hardware/software co-design

implementation using ARM Cortex-A9 and FPGA together). In the Implementation #3, the

FPGA accelerates the most time-consuming routines of the FrodoKEM and CRYSTALS-Kyber

schemes, signiőcantly reducing their processing time, see Chapter 5 and 6 for more details. The

acceleration brings signiőcant impacts when a QR-DCM at the electric utility side needs to

communicate simultaneously with several others QR-DCMs located on the consumer/prosumer

side. Note that symmetric cryptography (i.e., AES-256-GCM) is not processing intensive when

short data lengths are required to be encrypted, as occurs in AMIs compared to asymmetric

cryptography (i.e., FrodoKEM and CRYSTALS-Kyber). Consequently, the former cryptography

does not demand hardware acceleration. Section 2.2 shows more details about the hardware used.

Regardless of the hardware adoption, the QR-DCM communicates with the SM using the

DLMS/COSEM protocol through serial communication. Also, it communicates with the MDMS

through serial communication but using JavaScript Object Notation (JSON), a lightweight data

formatting standard, which is much more efficient. An Ethernet connection also connects to

the DCU. The communication between the QR-DCM and the MDMS is carried out using

serial communication using JSON. Nonetheless, the communication between the QR-DCM and

MDMS can rely on any communication protocol, which will depend on physical constraints, the

distance between them, expected performance, and the required security level, among others.

7.1.3.3 Communication Infrastructure

The communication infrastructure only comprises a commercial D-Link DSL-2740E

router, tagged as #3 in Figure 23, which forwards packets from one node to another (i.e., allows

two-way communication) using the Ethernet network. Note that all the QR-DCMs are connected

in the same data network, so they can easily communicate with each other. As it is aimed to focus

on the implementation aspects of the quantum-resistant functionality in a QR-AMI, the type of

communication infrastructure is not a relevant issue; therefore, no further efforts are necessary to

embrace this matter.

In a real QR-AMI implementation, the Ethernet network can be replaced by a short-range
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data network for providing data communication between SMs/QR-DCMs and the DCU. On the

other hand, a long-range data network can be implemented for performing the data communication

between DCU and QR-DCMs at the electric utility side.

7.1.3.4 MDMS

Regarding the MDMS, tagged as #4 in Figure 23, it is emulated on a Python applica-

tion with Flask, a micro-framework suitable for small applications with simple requirements,

communicating with the QR-DCM. Mainly, it receives decrypted and authenticated data from

the QR-DCMs, which contains information collected by SMs, and presents it on a screen using

Flask. As for the simulated communication infrastructure, no further efforts were spent trying to

emulate an MDMS better because it would not bring any relevant contribution to the scope of

this work.

7.2 PERFORMANCE EVALUATION

This section seeks to evaluate the proposed QR-AMI. The analysis focuses on the

QR-DCM since it is the central piece that allows the quantum-resistant communication within AMI.

As already discussed in Section 5.2, Implementations #1 and #2 aim to show the performance

difference between low- and high-power processing units based on a microcontroller (ARM

Cortex-M4F) and a low-power processor (ARM Cortex-A9) only, while Implementation #3

seeks to evaluate the improvement when hardware acceleration is available. Also, hardware

acceleration of symmetric cryptography is not considered as it does not bring signiőcant beneőts,

as will be, henceforth, explained and justiőed.

For a fair comparison, the source codes used for all implementations are based on those

submitted to the NIST PQC standardization process [124]. Furthermore, regarding the FrodoKEM,

only the FrodoKEM-640 hardware acceleration is contemplated because its more secure versions

(i.e., FrodoKEM-976 and FrodoKEM-1344) would consume a considerable amount of resources,

especially BRAMs, as extensively discussed in Chapter 5. Regarding the CRYSTALS-Kyber, all

security levels present similar resource usage, as shown in Chapter 6. This section, however, is

focused on the CRYSTALS-Kyber-512 to fairly compare both asymmetric cryptographic schemes

in terms of security. The implementation of the asymmetric and symmetric cryptographic

schemes is evaluated in terms of resource usage and timing performance in Subsections 7.2.1

and 7.2.2, respectively. Furthermore, Subsection 7.2.3 discusses the most advisable choices for

the QR-AMI based on the results presented in the aforementioned subsections.

7.2.1 Resource Usage

This subsection evaluates the resource usage of Implementations #1, #2, and #3. In

this sense, Subsection 7.2.1.1 analyses the resource usage of the software part, whereas Subsec-
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tion 7.2.1.2 addresses the hardware resources of the hardware/software co-design implementation

only.

7.2.1.1 Memory Resources

In this analysis, the memory resource usage of Implementations #1 and #2 based on

software, and the software part of Implementation #3 is evaluated. Three main segments

are evaluated for each implementation: (i) the text segment, which contains the executable

instructions; (ii) the read-only data segment, which contains static constants (e.g., global constants)

and cannot be altered at run time; and (iii) the data segment, which contains initialized static

variables (e.g., global variables and static local variables) and can be modiőed at run time. The

őrst two segments are usually stored in ŕash memory as they are constant during the entire run

time. On the other hand, variables presented in the data segment might be altered at run time,

therefore it is stored in RAM.

Figure 24 depicts the memory usage of the three aforementioned segments. Note that

implementations based on the ARM Cortex-M4F (i.e., Implementation #1) use fewer memory

resources than ARM Cortex-A9-based implementations (i.e., Implementation #2). Although

the source codes are similar in both implementations, their compilations differ. More powerful

processors such as ARM Cortex-A9 tend to be more complex, especially the management part,

running in the background, resulting in more resource usage. Naturally, such processors also

have more resources available to handle this higher complexity, as pointed out in the description

of the evaluation kit in Section 7.1.3.2.

Comparing Implementation #2 and Implementation #3 using the same scheme, it can

be seen that the hardware/software co-design implementation (i.e., Implementation #3) uses

fewer memory resources than the software implementation (i.e., Implementation #2). It occurs

because the functions that are hardware implemented in the Implementation #3 are not compiled,

saving memory resources. However, the difference in size between each segment is insigniőcant

when it exists because only some functions are hardware accelerated, see Chapters 5 and 6.

Under the same implementation, the FrodoKEM uses fewer memory resources than the

CRYSTALS-Kyber scheme in Implementations #2 and #3. On the other hand, this scenario

is reversed in Implementation #1 so that the CRYSTALS-Kyber is more economical (except

for the read-only data segments, which are very similar in size). Besides using similar source

codes, this scenario inversion occurs because they use different compilers. Therefore, a scenario

presented by one compilation does not necessarily reŕect on the others.

7.2.1.2 Hardware resources

This analysis compares the hardware resource usage of the FrodoKEM and CRYSTALS-

Kyber schemes and therefore it considers only the Implementation #3. Four main resources

are evaluated: (i) slice LUTs, which are small asynchronous RAMs manipulated to implement

combinational logic; (ii) slice registers, based on Flip Flop (FF) and used to hold states,
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Figure 24 ś Memory usage for text, read-only data, and data segments in bytes of the FrodoKEM and
CRYSTALS-Kyber schemes considering Implementations #1, #2, and #3.
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Figure 25 ś Hardware resource usage of the FrodoKEM and CRYSTALS-Kyber implementations in terms
of Slice LUTs, Slice Register, BRAM, and DSP blocks.
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(iii) BRAM, based on synchronous RAM and used to store large volumes of data; and (iv) DSP

blocks, which are dedicated blocks for performing multiplications, increasing performance, and

reducing logic use (e.g., slice LUTs and registers).

Figure 25 shows the resource usage of the FrodoKEM and CRYSTALS-Kyber schemes.

Observe that the CRYSTALS-Kyber scheme consumes slightly more slice LUTs, slice registers,

and DSP blocks than the FrodoKEM scheme. It can be explained by the fact that FrodoKEM

implements fewer functions in hardware than the CRYSTALS-Kyber scheme, see Chapters 5 and

6. On the other hand, FrodoKEM consumes more BRAMs, because it has longer keys when

compared with CRYSTALS-Kyber, see Table 1. Consequently, it uses more memory to store and

operate on them temporarily.
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7.2.2 Timing Analysis

This subsection presents a timing analysis of the QR-DCM. In this regard, Subsec-

tion 7.2.2.1 compares the execution time of the asymmetric cryptographic schemes, while

Subsection 7.2.2.2 presents the timing analysis of the symmetric cryptography.

7.2.2.1 Asymmetric cryptography

Now, it is shown the execution times of key pair generation, encapsulation, and decap-

sulation (i.e., the three steps to perform a key agreement between parties). FrodoKEM and

CRYSTALS-Kyber, which are software and hardware/software implemented (i.e., Implementati-

ons #1, #2, and #3), are then compared based on the total execution time.

Figure 26 shows the execution time results for the aforementioned cases. Notice the

signiőcant difference in the total execution time of the FrodoKEM and CRYSTALS-Kyber

schemes. Comparing the execution time of each implementation technique for the FrodoKEM

with its counterpart for the CRYSTALS-Kyber, the latter is at least a hundred times faster than

the former, regardless of the implementation used in the comparison. This outcome validates the

comparative discussion in Subsection 4.3.2.4.

Regarding the FrodoKEM scheme, its Implementation #3 is around 7.5 and 3.1 times

faster than its Implementations #1 and #2, respectively, reducing the total execution time from

4243.35 ms and 1757.33 ms to 559.72 ms if hardware acceleration is taken into account. The

CRYSTALS-Kyber achieves similar results such that its Implementation #3 is around 9.9 and

3.2 times faster than its Implementations #1 and #2, respectively. As a result, it reduces the total

execution time of Implementations #1 and #2 from 40.02 ms and 12.81 ms, also respectively,

to 4.05 ms when hardware acceleration applies (i.e., Implementations #3).

7.2.2.2 Symmetric cryptography

Regarding symmetric cryptography, the time required to encrypt/decrypt and authenticate

data is directly correlated with the data length of the AES-256-GCM scheme. To encrypt/decrypt

and authenticate 50 bytes, the AES-256-GCM scheme takes 0.262 ms and 0.062 ms using

Implementations #1 and #2, respectively. Based on the obtained results, it can be seen that the

execution time of symmetric cryptography is very small and irrelevant when compared with the

execution time of asymmetric cryptography. This fact conőrms that a hardware implementation

of the AES-256-GCM scheme would not bring relevant advantages in terms of execution time

when small packets of data are required, which is the case of an AMI or a QR-AMI, besides still

consuming hardware resources. For this reason, symmetric cryptography is only implemented in

the software version.
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Figure 26 ś Timing performance in ms of the FrodoKEM and CRYSTALS-Kyber schemes using
Implementations #1, #2, and #3.
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7.2.3 Quantum-Resistant AMI Analysis

The FrodoKEM scheme demands a resource usage similar to the CRYSTALS-Kyber and

is considerably slower. Also, the only situation that would be advisable to use the FrodoKEM

would be when robust cryptographic principles, at least in theory, are of utmost importance, as

it relies on mathematical primitives well-established and studied by the academic community,

see Subsection 4.3.2.2. However, FrodoKEM might not be feasible on large QR-AMIs because

it might not meet timing constraints. In all other situations, the CRYSTALS-Kyber scheme

would be a better option. When it comes to symmetric cryptographic schemes, as discussed in

Subsection 4.2.2, AES-256-GCM is suitable in any scenario. It is a lightweight block cipher

with AEAD applicable to be embedded in any hardware.

Regarding QR-DCM, the conditions suitable for using microcontrollers (i.e., Imple-

mentation #1), low-power processor (i.e., Implementation #2), and SoC FPGA devices (i.e.,

Implementation #3) are very distinct. For consumers/prosumers requiring low processing power

(e.g., QR-DCM is only connected to one SM), the hardware based on a microcontroller with an

ARM Cortex-M4F (i.e., Implementation #1) would be more advised aiming to reduce costs.

Nonetheless, if the QR-DCM is connected with multiple SMs, timing constraints will apply

and a processing unit with an ARM Cortex-A9 may suit well (i.e., Implementation #2). In

extreme situations where high processing power is needed, the QR-DCM should be based on

Implementation #3.

On the electric utility side, the size of the AMI must be considered because the QR-DCM

of a MDMS will receive data from all SMs. In this sense, using Implementation #1 would only
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be possible in a very small AMIs because it is possible to comply with timing constraints. As the

size of the AMI grows, Implementation #2 would be a better choice. In large-size AMIs, where

high loads of data are exchanged, Implementation #3 will be required.

7.3 SUMMARY

This chapter discussed the QR-AMI for securing sensitive data traveling through the

data communication networks against attacks from quantum (and classical) computers. The

QR-AMI mainly relies on implementing cryptography schemes on QR-DCMs, which is based

on two asymmetric cryptographic schemes, one with more robust cryptographic principles (i.e.,

FrodoKEM) and another which performs well (i.e., CRYSTALS-Kyber). As no off-the-shelf

SM supports quantum-resistant asymmetric cryptographic schemes, QR-DCM is a simple so-

lution for including and enabling quantum resistance in AMI. In addition, QR-DCMs rely on

symmetric cryptographic schemes which efficiently encrypt/decrypt and authenticate data (i.e.,

AES-256-GCM). The numerical results show that FrodoKEM and CRYSTALS-Kyber asym-

metric cryptographic schemes present similar resource usage in software (Implementations #1

and #2) and hardware/software co-design implementation (Implementation #3). Regarding

timing performance, the CRYSTALS-Kyber performs considerably better in all implementations.

Although, these schemes present a trade-off between timing performance and security. Theore-

tically, FrodoKEM is cryptographically stronger but at the cost of worst timing performance,

while CRYSTALS-Kyber is the exact opposite. Regarding the execution time of symmetric

cryptography, it is negligible compared to the execution time of asymmetric cryptography. The

implementation of the QR-AMI shows that QR-DCM implemented on a microcontroller or SoC

FPGA device and the use of the FrodoKEM or CRYSTALS-Kyber schemes depends on the

applied constraints. The implementation using a microcontroller suits well in AMI demanding

small data volume. On the other hand, SoC-based implementation is necessary for AMIs that

exchange a large volume of data. Furthermore, the use of the FrodoKEM scheme only makes

sense when stronger cryptographic principles are required. Otherwise, the CRYSTALS-Kyber

scheme is a better choice. Overall, the attained results show that the proposed QR-AMI can

be carried out using QR-DCMs based on low-cost hardware to secure sensitive data exchange

against attacks from quantum (and classical) computers.
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8 CONCLUSIONS

This dissertation has investigated a few aspects related to the implementation of QR-AMI,

which is an AMI relying on quantum-resistant schemes for providing security and privacy. The

feasibility of implementing asymmetric cryptographic schemes performing key agreements

between parties to secure AMIs facing the threat of quantum computers has been analyzed based

on QR-DCM. Also, the feasibility of implementing a symmetric cryptographic scheme has been

also investigated to perform ciphering/deciphering and authentication of sensitive data traveling

through the AMI from a practical perspective. Overall, it has investigated different directions

for implementing QR-AMI based on a feasible and cost-effective QR-DCMs. The investigated

QR-DCMs can be used AMIs already deployed or be integrated into the new ones.

In this sense, Chapter 2 has presented the state-of-art of AMI security and pointed out

the necessity of advancing the investigation of quantum-resistant schemes for AMIs. Based on

this, a problem formulation regarding the security of AMI in a quantum era has been covered,

where QR-AMI and QR-DCM were detailed. The formulation statement introduced the research

questions investigated in this dissertation.

Chapter 3 has provided a concise description of AMIs, emphasizing its key elements

(consumers/prosumers, communication infrastructure, and electric utility). The communication

infrastructure of AMIs comprises different communication media and relies on various equipment;

this chapter discussed the vulnerabilities, threats, security, and privacy issues.

Chapter 4 has highlighted quantum computers and has discussed which principles they

rely on, why they potentially will break classical cryptography schemes, and their recent advances

and achievements. Cryptographic fundamentals were also discussed, where asymmetric and

symmetric cryptography were reviewed, and how they interact with each other was explained. In

the sequel, the PQC schemes were discussed, which are quantum-resistant schemes (i.e., resistant

against attacks from quantum computers as far as is known). This chapter has also reported

the NIST contest to standardize quantum-resistant schemes. In this contest, the lattice-based

schemes, FrodoKEM and CRYSTALS-Kyber were recognized due to their characteristics. While

the former is based on strong cryptographic principles, at least in theory, the latter is based on a

lightweight ones. In the end, this chapter presented the justiőcation for pursuing FrodoKEM and

CRYSTALS-Kyber schemes for implementing QR-DCM for QR-AMIs.

Chapter 5 has investigated the FrodoKEM as a KEM embedded in QR-DCMs for

QR-AMIs. In this sense, the backgrounds of this scheme were presented, highlighting its main

characteristics. The FrodoKEM relies on the LWE problem, which has a conservative approach

based on strong principles, at least in theory. Although, it comes at the cost of timing performance.

To overcome this issue, this chapter has presented and analyzed a software implementation of

this scheme using two different hardware (i.e., a microcontroller and a low-cost processor). The

analysis aimed to identify the most time-consuming routines, which are good candidates to be

hardware accelerated and, consequently, to improve timing performance. The analysis showed

that two matrix-by-matrix multiplications and a hash function are the most time-consuming
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routines in the FrodoKEM scheme. Therefore, these routines were implemented in hardware

while the remaining scheme was implemented in software, originating a hardware/software

co-design implementation of the FrodoKEM scheme. Regarding timing performance, the

hardware/software co-design implementation improves by 86.80% and 68.15% compared with

the software implementation in the microcontroller and low-cost processor, respectively. As

the FrodoKEM is a conservative scheme with a not-so-good timing performance, hardware

acceleration is recommended for meeting the timing constraints of AMIs, which impose the

necessity of using hardware with more computational power; however, the strong cryptographic

primitives of the FrodoKEM schemes makes them very interesting choices under the requirement

of more sense of security.

Chapter 6, in contrast with Chapter 5, has investigated the CRYSTALS-Kyber as a

KEM embedded in QR-DCMs for QR-AMIs. The backgrounds of this scheme were discussed,

showing its main characteristics. The CRYSTALS-Kyber relies on the M-LWE problem, which

has a lightweight approach based on polynomial rings (in contrast with matrix-by-matrix

multiplications of FrodoKEM). Although this additional structure (e.g., polynomial rings) might

present weaknesses in a yet-to-be-discovered attack, it is less likely to be applied in M-LWE

problem than in R-LWE problem. On the other hand, its structure signiőcantly enhances timing

performance compared with the LWE problem. Software implementations were evaluated using

two different hardware (i.e., a microcontroller and a low-cost processor), seeking to identify the

most time-consuming routines, which are candidates to be hardware accelerated for improving,

even more, the timing performance. Based on this analysis, the most time-consuming routines

were hardware implemented, aiming to achieve an architecture where commonly required

resources between blocks were shared. The remaining routines were implemented in software,

originating a hardware/software co-design implementation of the CRYSTALS-Kyber scheme.

The attained results showed that the hardware/software co-design implementation improved

≈ 90% and ≈ 70% compared to the software implementation of the microcontroller and low-

cost processor, respectively. Overall, the CRYSTALS-Kyber, the winner of the NIST PQC

standardization process, shows an excellent timing performance; however, hardware acceleration

stands as an interesting alternative when extremely high performance (very short timing constraint)

is required.

Chapter 7 has paid attention to the AMI relying on asymmetric and symmetric quantum-

resistant schemes (i.e., a QR-AMI). In this sense, suitable quantum-resistant cryptographic

schemes for embedding in the QR-AMI were discussed. Besides the asymmetric crypto-

graphic schemes FrodoKEM and CRYSTALS-Kyber scheme already discussed, the symmetric

cryptographic scheme AES-256-GCM is an interesting option for ciphering/deciphering and

authenticating sensitive data. With these schemes embedded in a QR-DCM, an implementation

of a QR-AMI was introduced, highlighting where the QR-DCM should be placed to guarantee a

quantum-resistant AMI. Also, a practical implementation of a QR-AMI was described, paying

attention to the details of its elements. The attained results showed that the resource usage
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of FrodoKEM and CRYSTALS-Kyber schemes are very similar, but the timing performance

between them is not. The CRYSTALS-Kyber scheme is, at least, a hundred times faster than the

FrodoKEM. For instance, the FrodoKEM requires 559.72 ms to perform key pair generation,

encapsulation, and decapsulation based on the hardware/software co-design implementation

while the CRYSTALS-Kyber requires only 4.05 ms using the same implementation technique.

Based on this, the only situation that would be advisable to adopt the FrodoKEM instead of the

CRYSTALS-Kyber scheme in a QR-AMI would be when robust cryptographic principles, at

least in theory, are of utmost importance. Furthermore, regarding the QR-DCM, the conditions

suitable for using microcontrollers, low-cost processors, and SoC FPGA devices are very distinct.

The use of microcontrollers would be more advised when the QR-DCM is connected to only

one or a few SMs on the consumer/prosumer side. Also, when very small QR-AMI applies, a

microcontroller would be a good choice to be deployed on the electric utility side to reduce costs.

Although, when it is demanded that the QR-DCM connects with multiple SMs simultaneously,

a low-cost processor would be more advisable as more processing power would be required.

Furthermore, when the QR-DCM is connected with the MDMS (i.e., connected with the electric

utility) and it communicates with large-size QR-AMIs, a QR-DCM based on a low-cost processor

would also be advisable. Finally, in extreme scenarios in which a large QR-AMIs must be

deployed, the SoC FPGA device better suits for the MDMS.

As QR-AMI is a new and complex topic to be addressed, the following topics deserve

attention in future works:

• To study optimization techniques that would accelerate the matrix-by-matrix multiplication

of FrodoKEM scheme. Furthermore, optimize data transfer between PS and PL aiming to

reduce the average execution time of the schemes.

• Analysis of optimized software implementations of the FrodoKEM and CRYSTALS-

Kyber scheme focused on characteristics of speciőc targets, instead of the reference

implementation which does not present any optimization. This investigation would seek

to improve timing performance by taking advantage of the architecture and optimizing

resources of processors.

• Evaluation of other symmetric cryptographic schemes, especially the ASCON-80pq

scheme [148], which is the quantum-resistant version of the winner of the NIST lightweight

standardization process, a competition aiming to select a symmetric scheme for Internet of

Things (IoT) devices.
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